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## Summary

This thesis extends the use of kernel learning techniques to specific problems of image classification. Kernel learning is a paradigm in the field of machine learning that generalizes the use of inner products to compute similarities between arbitrary objects. In image classification one aims to separate images based on their visual content.

We address two important problems that arise in this context: learning with weak label information and combination of heterogeneous data sources. The contributions we report on are not unique to image classification, and apply to a more general class of problems.

We study the problem of learning with label ambiguity in the multiple instance learning framework. We discuss several different image classification scenarios that arise in this context and argue that the standard multiple instance learning requires a more detailed disambiguation. Finally we review kernel learning approaches proposed for this problem and derive a more efficient algorithm to solve them.

The multiple kernel learning framework is an approach to automatically select kernel parameters. We extend it to its infinite limit and present an algorithm to solve the resulting problem. This result is then applied in two directions. We show how to learn kernels that adapt to the special structure of images. Finally we compare different ways of combining image features for object classification and present significant improvements compared to previous methods.

## Zusammenfassung

In dieser Dissertation verwenden wir Kernmethoden für spezielle Probleme der Bildklassifikation. Kernmethoden generalisieren die Verwendung von inneren Produkten zu Distanzen zwischen allgemeinen Objekten. Das Problem der Bildklassifikation ist es, Bilder anhand des visuellen Inhaltes zu unterscheiden.

Wir beschäftigen uns mit zwei wichtigen Aspekten, die in diesem Problem auftreten: lernen mit mehrdeutiger Annotation und die Kombination von verschiedenartigen Datenquellen. Unsere Ansätze sind nicht auf die Bildklassifikation beschränkt und für einen grösseren Problemkreis verwendbar.

Mehrdeutige Annotationen sind ein inhärentes Problem der Bildklassifikation. Wir diskutieren verschiedene Instanzen und schlagen eine neue Unterteilung in mehrere Szenarien vor. Danach stellen wir Kernmethoden für dieses Problem vor und entwickeln einen Algorithmus, der diese effizient löst.

Mit der Methode der Kernkombination werden Kernfunktionen anhand von Daten automatisch bestimmt. Wir generalisieren diesen Ansatz indem wir den Suchraum auf kontinuierlich parametrisierte Kernklassen ausgedehnen. Diese Methode wird in zwei verschiedenen Anwendungen eingesetzt. Wir betrachten spezifische Kerne für Bilddaten und lernen diese anhand von Beispielen. Schließlich vergleichen wir verschiedene Verfahren der Merkmalskombination und zeigen signifikante Verbesserungen im Bereich der Objekterkennung gegenüber bestehenden Methoden.
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## 1. Introduction

In this thesis we are concerned with the problem of visual image classification by means of kernel learning algorithms. The goal of image classification is to separate images according to their visual content into two or more disjoint classes.

We will focus on the problems of visual object and scene classification as specific instances from the general class of image classification problems. Our analysis and methods are however not unique to these instances and may be used in a more general context beyond image related problems. The topic of this thesis lies in the intersection of computer vision and machine learning research and we will report on advances in both directions.

Consider the images shown in Figure 1.1. All the images depict different physical objects from the real world. Nevertheless some of the images can be grouped together, since they show objects of the same type or in other words from the same category. For example there are several images showing different types of mountain bikes and all those images are considered to be of the same class. Our goal is to build a system that analyzes the visual content of an image and identifies the corresponding object category. The more general task of image classification is the problem of finding a mapping from images to a set of classes, not necessarily object categories.

The problem of single object classification we discuss in this thesis is a fundamental problem that many higher level tasks depend on. From a broader perspective we are interested in more complex tasks like scene understanding or object localization. Photographs of real world scenes usually contain many different objects from various categories like those shown in Figure 1.2. ${ }^{1}$ To retrieve all possible object labels within such images generalizes the problem definition to the multi-label case. Image understanding even requires reasoning about the relations of the objects within the scene. Both scenarios crucially depend on the ability to be able to identify single objects and should benefit from advancements in this area.

The main challenge of object classification is the high variability of object appearances. Appearance changes due to transformations such as pose variations, change of lightning conditions and scale changes all affect the representation of the image. While this poses a problem already for recognizing single
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Figure 1.1.: Several example images from the Caltech-256 dataset. The images come with labels, the names of the categories that are shown are mountain bike, elephant, frog, American flag, canoe, bath tub, frisbee, motorbike, and tennis ball. In each single image there are parts that might be considered instances of another category, like the tires of the bikes. The object category we are interested is the category corresponding to the shown object as indicated by the category name.
specific instances, it is even harder when it comes to recognising entire classes of object categories. In the latter case appearance variations also stems from the variability of the instances within the classes. This intra-class variability depends on the specific object class. For example images of tennis balls as shown in Figure 1.1 show fewer appearance variations than images of non-rigid deformable objects such as the animal images of elephants and frogs. Some other classes like the mountain bikes and motor bikes are visually similar and also share appearance variations.

This problem is typically addressed by means of image descriptors that are designed to be invariant to the most dominant appearance changes. A simple representation as a collection of raw pixel values on the other hand is highly appearance dependent, and thus not robust enough for this task. There are


Figure 1.2.: Two example images from the LabelMe dataset. Shown are two pairs of images, left the original image and right color coded an user annotation of objects within the images. Since there are many different object instances present in the scene this is a multi-label problem.
two criteria for the design of image descriptors. First, they should be general enough to capture similarities between instances of the same category. Second, they should be robust to aforementioned appearance changes of a single object. In the last years, several different image descriptors have been developed that are especially tailored to the task of object classification.

Image descriptors are typically limited in the sense that they make use of specific single statistics of the images like color, texture or shape information. This raises the problem that any single descriptor may not be sufficient to characterize entire object categories. In that case it needs the combination of several descriptors in order to derive discriminative decision rules. Different categories will require different combination of descriptors to distinguish them from others. Due to the large number of possible classes we need automatic ways of finding such combinations. Manually tuning every single one of them is infeasible.

As argued above, we are confronted with a scenario where manually designing classification functions is not possible. This is because the underlying principles of the data are far too complex to be codified. Therefore we adopt a data centric view of the problem and apply techniques to learn classification functions from an annotated set of example images.
A learning procedure typically involves the following two steps. First, a model class of admissible functions has to be chosen. In a second step, a function from this model class is searched by minimization of an appropriate error criterion. The latter step involves the incorporation of prior knowledge about suitable functions, as well as making use of available observations in order to estimate the quality of a function, for example its generalization abilities.

The utilization of learning techniques has been a recent trend in this subfield of computer vision. As a consequence, a variety of databases of labeled training examples have been collected for this particular purpose. These dataset
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collections grew from a couple of images and a few object categories to impressive sizes. At the time of writing, the largest freely available image database for object classification ${ }^{2}$ contains more than 3 million images of about 5000 different categories that are organized in a semantic hierarchy. Since even for this database the set of categories is by no means comprehensive, image collections are likely to grow in size in the future. This in turn demands for large scale machine learning techniques that are able to cope with this quantity of data.

A problem with attaching single class labels to images, as it has been done for those of Figure 1.1 is the following. Almost all images contain some background clutter. Although such context information might be helpful to classify the images in a specific scenario, an ideal classification system should be invariant to the environment an object is presented in. Since the label information does not convey information about the spatial extend of the object, it remains ambiguous. All that can be deduced is that some part of the image shows the object of interest. An approach to resolve this problem would be to manually provide segmentation masks as those in Figure 1.2. Since this requires substantially more effort in terms of manual annotation, we are interested in methods that are able to learn with weaker forms of annotations, like object class information.

We approach the image classification problem by extending kernel learning algorithms. As we will see, techniques from this class offer a versatile tool to approach all of the aforementioned problems: learning with ambiguity (chapter 3), learning discriminative image representations (chapter 6) and combination of different image descriptors (chapter 7).

### 1.1. Contribution of this Thesis and Outline

In the following we will outline the thesis and give an overview of the content of the individual chapters and their contributions. Most of the work described here has been published, and we include the citations to the corresponding publications.

This thesis is divided into two parts. The first part is on the topic of machine learning and more specifically about kernel learning algorithms. In particular it includes an introduction, two contributions in this field and an empirical evaluation of approaches that learn the kernel function from data. The second part of the thesis is about the specific problem of image classification. Here we demonstrate how the developments proposed in the first part can be put into practice for this particular scenario. Hence the first part is more focused

[^1]on algorithmic and theoretical questions, while the second part is concerned with practical problems, and as such, contains a larger experimental part.

Each chapter ends with a conclusion, summarizing the presented material. The chapters relate to each other in the following way. All chapters build upon the material presented in the introductory chapter 2 . The techniques introduced in chapter 4 are a pre-requisite for the chapters 5 to 7 that themselves may be read separately.

### 1.1.1. Part I: Kernel Classifiers

The machine learning part begins with an introductory chapter about kernel learning techniques in chapter 2 . We introduce and review the main concepts of kernel learning and in particular the framework of regularized risk minimization. The most prominent algorithms for tasks like classification, regression and structured output prediction are summarized in a dedicated section. A version of this chapter appeared as a book chapter [Geh09b].

We then continue with chapter 3 with the topic of learning with in the presence of label ambiguity and weak label information. This is cast in the multiple instance learning (MIL) framework. We discuss several scenarios of label ambiguity and show how they relate to MIL. In particular we argue that multiple instance learning as it has been used throughout the literature, is itself not sufficiently well defined. We propose a disambiguation into several scenarios and discuss them in detail. Finally we turn our attention to kernel learning algorithm for this problem. These result in integer programming problems for which heuristic algorithms have been proposed. We derive a homotopy method to solve for better local minima of these non-convex problems and show empirically that those solutions translate to improved performance on standard datasets. The algorithmic part of this chapter appeared in [Geh07].

The topic of chapter 4 is on learning the kernel function itself from training data. We propose with infinite kernel learning (IKL) a framework, in which a kernel is estimated from a continuously parameterized set of kernel functions. This generalizes the concept of previous work on multiple kernel learning (MKL). MKL was limited to combine finitely many kernels which we will show how to overcome this restriction. We then derive and efficient algorithm to solve the resulting optimization problem for both the finite and infinite case.

In chapter 5 we present an empirical evaluation of kernel combination algorithms and compare them to the performance of a single kernel support vector machine. This is the most complete evaluation of the different techniques that has been published so far. While most recent developments in this field concentrated on algorithmic issues we will show that in many cases little or no performance gains can be expected. We present empirical evidence
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that in cases where kernel combination yields a superior performance our new approach IKL significantly outperforms the finite version MKL. The content of the two chapters 4 and 5 have been published in [Geh08a, Geh08b].

### 1.1.2. Part II: Image Classification

Chapter 6 demonstrates how the approaches of learning the kernel function from data from chapter 4 can be used to improve the performances of image classification systems. Typical image classification systems involve a long pipeline of pre-processing steps and we show how this can be shorten in a principled way. Pre-processing choices such as the spatial layout or codebook representations of images are usually hand-tuned. We shift these design choices into the kernel function and thus make them available to the optimization problem. This work also appeared in [Geh09a].

In the last chapter 7 of this thesis we discuss the problem of combining several image descriptors for the purpose of image classification. This part has been published in [?]. As discussed earlier, an image can be represented through a variety of appearance descriptors. Combinations of several descriptors might be necessary to discriminate images from different classes. First we reuse the earlier approaches of kernel learning and augment them with a number of baseline comparisons. Inspired by the kernel combination approach we derive a boosting based algorithm for this problem. We present empirical results on challenging prominent benchmark datasets. Our approach consistently outperforms all previous attempts that have been proposed so far. Theses state-of-the-art results supports our claim that feature combination is an effective technique for the task of image classification and machine learning provides efficient tools to accomplish this task.

### 1.1.3. Related Contributions

Not all of the work that has been published during my time as a PhD student is contained in this thesis. In this section we briefly present the contributions that are relevant to the main theme of the thesis. These address research questions originating from the field of image classification, and computer vision or machine learning in general.

## The Rate Adapting Poisson Model

The dominant paradigm for modelling histogram data is the extraction of latent semantic structure, often referred to as topics. Histogram representations of data arises naturally in the fields of text processing and image classification. We will see concrete examples of this type of representation for image data in section 6.1. Latent variable models determine a mapping from count
data to a compressed latent representation. This typically lower dimensional representation can subsequently be used for retrieval and classification tasks.

In [Geh06b] we propose a probabilistic undirected graphical model that yields a distributed latent representation. The undirected semantics of this model has interesting consequences. Most importantly, the latent variables are conditionally independent given the data, and vice versa. This is in stark contrast to the marginal independence of the latent variables in directed models. The implication is that the mapping from input space to latent space is given by a single matrix multiplication, possibly followed by a componentwise nonlinearity. This comes with a problem at learning time, due to the presence of an intractable normalization constant that depends on the parameters. We apply contrastive divergence to learn the parameters and show empirical results on problems from text and image retrieval.

## Color Constancy

Color constancy is the tendency to perceive surface color consistently, despite variations in ambient illumination [Jam61]. Most generally, illumination variations occur both within scenes, and from scene to scene, and theories such as the "Retinex" [Lan71] have been devised to explain color constancy under such conditions.
In [Geh08c] we extend a Bayesian model for color constancy. We make the common assumption that illumination within a given scene is approximately uniform. In particular we report on three new results. Firstly we introduce a new dataset consisting of 568 images, captured using a high-quality digital SLR camera in RAW format, free of color correction. Secondly we examine the fusion algorithm [Gij07] which has appeared to give performance better than any individual greyworld algorithm. Using the new database we show that the fused algorithm is after all not significantly better than the best greyworld algorithm. Thirdly, we revisit the Bayesian approach of [Ros04] using the new data-set. Where in [Ros04] training was based on illumination labels that were only estimated, the new dataset provides more accurate illumination labels. This makes it possible to learn more precise priors for illumination and reflectance. Tests show that this leads to illuminant estimation for which the improvement in accuracy is statistically significant, at least for outdoor images. The newly trained Bayesian algorithm is shown also to perform significantly better than the greyworld algorithms, even when the greyworld algorithms are enhanced by inclusion of an illumination prior.

## Gaussian Processes for Wiener Series Estimation

In its classical formulation, the estimation of the Wiener series assumes noisefree measurements of the system outputs during system identification. This assumption was also adopted in the kernel-based implicit estimation procedure
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described in [?]. For real, noise-contaminated data, the estimated Wiener series will model both signal and noise of the training data which results in reduced prediction performance on independent test sets. But even in the ideal case of noise-free signals, Volterra and Wiener models typically show a reduced generalisation performance as compared to other types of nonlinear models. Roughly speaking, this is due to the "explosiveness" of polynomial models: for test inputs far outside the range of the training data, polynomial models usually assign outputs with extremely high absolute values. This results in a high sensitivity against outliers in the test data which in turn leads to a reduced prediction performance.

In [Fra06, Geh06a] we address the generalisation problems of Volterra and Wiener system models using two closely related frameworks: regularisation and Gaussian processes. Regularisation is the standard approach in machine learning to address the generalisation problem. The basic idea is to restrict the possible solutions in a suitable manner that reflects the prior knowledge of the experimenter about the different characteristics of the true signal and the corrupting noise. We show how this train of thought can be adapted to restrict our solutions not only to be smooth, but also to remain non-explosive in the input domains that are relevant to the problem at hand.

## Part I.

## Kernel Classifiers

## 2. An Introduction to Kernel Learning Algorithms

Algorithms that use positive definite kernels have considerably influenced the field of machine learning, pattern recognition and related fields over the last decade. For example the prominent Support Vector Machine has been applied with much success to a variety of tasks and nowadays belongs to the standard toolbox of every practitioner. Besides their empirical success kernel methods have a solid theoretical foundation and have also been studied in the mathematics and statistics communities. In this chapter we will review the basic mathematical concepts of kernel learning and introduce some prominent algorithms. In contrast to the majority of work on Support Vector Learning we will avoid using duality theory and will instead use the regularized risk formulation as the underlying basis for the derivation.

For almost all problems in image processing, including visual object classification and detection, one is confronted with a variety of different problems, some of which have already been described in the introduction. Image data is inherently high dimensional, which is the main reason one usually resorts to different feature representations rather than raw pixels for its representation. Furthermore, in almost all cases, there is only a limited amount of labeled training data available. Algorithms have to account for noise in the observations in a robust way. Image data may stem from different sources, for example hyperspectral image data taken from satellites, which requires methods of combining such information.

Kernel algorithms are suited to tackle such problems. With the design of a kernel function it is possible to combine different feature entities, as well as different feature dimensions and to account for high dimensional data. With the framework of regularized risk minimization, kernel methods are efficient even with small amount of training data and offer ways to incorporate unlabeled examples through semi-supervised models. Such algorithms have already proven to be a valuable tool for image processing applications such as image coding, image de-noising, image segmentation and image classification [Geh09a, Kim05, CV07, Gri07, Bla08]. In the later chapters of this thesis we will highlight the use of Support Vector Machines for the task of image classification.

In this chapter we will introduce the basic concepts of kernel learning and
some of its applications. This will lay the foundation for chapter 3 and 4 in which we will describe ways of how to learn a kernel function from data in a principled way and learn in the presence of ambiguity. The selection of topics for this chapter is by no means comprehensive and is intended to provide a self-contained exposition of the material. The main goal is to make the later chapters accessible but to also review some of the widely used kernel learning algorithms. More detailed introductions in the field which also covers the statistical background can be found in the articles [Sch02, Sha04, Hof08].

This chapter is divided into three sections. We start in Section 2.1 with a basic introduction to the notion of kernels and introduce the reproducing kernel Hilbert space. In Section 2.2 we state the representer theorem which serves as the foundation of all of the formulations which are presented in the following Section. Section 2.3 contains the most prominent kernel learning algorithms, and includes a paragraph about their applications to various problems.

### 2.1. Kernels

### 2.1.1. Measuring Similarity with Kernels

Suppose we are given empirical data

$$
\begin{equation*}
\left(\mathbf{x}_{1}, y_{1}\right), \ldots,\left(\mathbf{x}_{n}, y_{n}\right) \in \mathcal{X} \times \mathcal{Y} \tag{2.1}
\end{equation*}
$$

We will call $\mathbf{x}_{i}$ the inputs which are taken from the nonempty set $\mathcal{X}$ and $y_{i} \in \mathcal{Y}$ the targets. The problem of learning is to use this data in order to make statements about previously unseen elements $\mathbf{x} \in \mathcal{X}$. For example in binary classification where the training data stems from two classes with labels $\mathcal{Y}=\{-1,+1\}$ one aims to construct a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ which assigns a class label to each element of $\mathcal{X}$. The function in which one is interested should not be arbitrary but one which generalizes well. Loosely speaking, this entails making few errors on unseen data from the same problem. In the classification example this corresponds to making as few mistakes as possible when inferring the class labels.

In order to enable generalization, we need to exploit the structure of the training examples and in order to impose a structure we will need to define a similarity between pairs of data points. The most general setting would be to define such a similarity between pairs of inputs ( $\mathbf{x}, y$ ) including the targets. For now we will restrict ourselves and only define similarities between inputs $\mathrm{x} \in \mathcal{X}$ and will refer to Section 2.3.4 for a generalization.

There is no other assumption about $\mathcal{X}$ other than it being a set and in particular nothing has been said about its inputs being similar to each other. Therefore we will first map the data into a space where we have a notion of
similarity, namely a dot product space $\mathcal{H}$, using a mapping

$$
\begin{equation*}
\phi: \mathcal{X} \rightarrow \mathcal{H}, \quad \mathrm{x} \mapsto \phi(\mathrm{x}) \tag{2.2}
\end{equation*}
$$

The similarity between the elements in $\mathcal{H}$ can now be measured using its associated inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$. For convenience we introduce the following function which does exactly that

$$
\begin{equation*}
k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R},\left(\mathbf{x}, \mathrm{x}^{\prime}\right) \mapsto k\left(\mathbf{x}, \mathrm{x}^{\prime}\right) \tag{2.3}
\end{equation*}
$$

which we require to satisfy for all $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{X}$

$$
\begin{equation*}
k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left\langle\phi(\mathbf{x}), \phi\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}} . \tag{2.4}
\end{equation*}
$$

This function is called a kernel. The mapping $\phi$ is referred to as its feature map and the space $\mathcal{H}$ as its feature space. Usually the kernel itself is parameterized by some set of variables $\theta \in \Theta$. In these cases we will make the dependency of the kernel on the parameters explicit, using the notation $k(\cdot, \cdot ; \theta)$. To simplify the notation we will omit the parameters $\theta$ whenever possible, i.e. in those cases where we refer to a general kernel function.

Although the construction of a kernel seems inconspicuous we will see that it has far reaching consequences. Sometimes we will drop the subscript specifying the origin of the dot product in these cases where it should be clear from the context.

### 2.1.2. Positive Definite Kernels

The construction of the similarity measure as the dot product in some space $\mathcal{H}$ is rather general. Different measures of similarity can be obtained by varying the feature map $\phi$. A particular simple case is when $\mathcal{X}$ itself is a dot product space in which case one may choose $\phi$ to be the identity.
We will now show that the class of kernels that can be written in the form of (2.4) coincide with the class of positive definite kernels. This yields a very comfortable situation due to the following observation: algorithms which operate on the data only in terms of a dot product can be used with any positive definite kernel by simply replacing $\left\langle\phi(\mathbf{x}), \phi\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}}$ with kernel evaluations $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$. This is a technique also known as the kernel trick [Sch98]. Another direct consequence is that for a positive definite kernel one does not need to know the explicit form of the feature map since it is implicitly defined through the kernel. We will even encounter examples where $\mathcal{H}$ is infinite dimensional and thus replacing the dot product with the kernel function evaluation is crucial in order to be able to numerically evaluate the dot product at all.
We need some definitions before we can state the equivalence between $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ and $\left\langle\phi(\mathbf{x}), \phi\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}}$.

Definition 2.1.1 (Gram matrix). Given a kernel $K: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ and inputs $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathcal{X}$. We call the $n \times n$ matrix $\mathbf{K}$ with entries

$$
\begin{equation*}
\mathbf{K}_{i j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \tag{2.5}
\end{equation*}
$$

the Gram matrix or the kernel matrix of $k$ with respect to $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$.
Definition 2.1.2 (Positive definite matrix). A real symmetric $n \times n$ matrix $\mathbf{K}$ is called positive definite if for all $c_{1}, \ldots, c_{n} \in \mathbb{R}$

$$
\begin{equation*}
\sum_{i, j=1}^{n} c_{i} c_{j} \mathbf{K}_{i j} \geq 0 \tag{2.6}
\end{equation*}
$$

If equality in (2.6) only occurs for $c_{1}=\ldots=c_{n}=0$ then the matrix is called strictly positive definite

A positive definite kernel is one which always produces a positive definite Gram matrix for elements in $\mathcal{X}$. More precisely:

Definition 2.1.3 (Positive definite kernel). If for all $n \in \mathbb{N}$ and for all $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathcal{X}$ the Gram matrix $\mathbf{K}_{i j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ is positive definite, then we call the kernel a positive definite kernel. Furthermore if for all $n \in \mathbb{N}$ and distinct $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathcal{X}$ the kernel $k$ gives rise to a strictly positive definite Gram matrix we will call it a strictly positive definite kernel.

Now we are ready to state one of the most important observations for kernel methods. To this end we need to introduce the concept of a Hilbert space. Recall that a Hilbert space $\mathcal{H}$ is a real (or complex valued) inner product space which is completed by the inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$. Some simple examples of Hilbert spaces are $\mathbb{R}^{d}$ and $\mathbb{C}^{d}$.

Proposition 2.1.4. A function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is a positive definite kernel if and only if there exists a Hilbert space $\mathcal{H}$ and a feature map $\phi: \mathcal{X} \rightarrow \mathcal{H}$ such that for all $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{X}$ we have $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left\langle\phi(\mathbf{x}), \phi\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}}$.

Proof. " $\Leftarrow$ " Assume the kernel can be written in the form (2.4). It being positive definite is a simple consequence of the bilinearity of the dot product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$

$$
\begin{equation*}
\sum_{i, j=1}^{n} c_{i} c_{j}\left\langle\phi\left(\mathbf{x}_{i}\right), \phi\left(\mathbf{x}_{j}\right)\right\rangle_{\mathcal{H}}=\left\langle\sum_{i=1}^{n} c_{i} \phi\left(\mathbf{x}_{i}\right), \sum_{j=1}^{n} c_{j} \phi\left(\mathbf{x}_{j}\right)\right\rangle_{\mathcal{H}}=\left\|\sum_{i=1}^{n} c_{i} \phi\left(\mathbf{x}_{i}\right)\right\|_{\mathcal{H}}^{2} \geq 0 \tag{2.7}
\end{equation*}
$$

" $\Rightarrow$ " In the next section 2.1.3 we will present how to construct, given a positive definite kernel, and a Hilbert space along with a feature map $\phi$ with the desired properties. This will conclude the proof.

Due to this equivalence we will sometimes refer to a positive definite kernel simply as a kernel. Although kernels compute dot products in some space $\mathcal{H}$, they should not be mistaken to be themselves dot products in the input space. For example, they are not in general bilinear. However they share important properties such as the Cauchy-Schwarz inequality.

Proposition 2.1.5 (Cauchy-Schwarz). If $k$ is a positive definite kernel, and $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathcal{X}$, then

$$
\begin{equation*}
k\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)^{2} \leq k\left(\mathbf{x}_{1}, \mathbf{x}_{1}\right) k\left(\mathbf{x}_{2}, \mathbf{x}_{2}\right) . \tag{2.8}
\end{equation*}
$$

Proof. Since $k$ is positive definite, so is the $2 \times 2$ Gram matrix $\mathbf{K}_{i j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$. Therefore the eigenvalues of $\mathbf{K}$ are non-negative as is its determinant. Writing out the determinant completes the proof

$$
\begin{equation*}
0 \leq \operatorname{det}(\mathbf{K})=k\left(\mathbf{x}_{1}, \mathbf{x}_{1}\right) k\left(\mathbf{x}_{2}, \mathbf{x}_{2}\right)-k\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)^{2} . \tag{2.9}
\end{equation*}
$$

### 2.1.3. Constructing the Reproducing Kernel Hilbert Space

Using positive definite kernels as building blocks we will now consider functions which are linear combinations of kernel evaluations. This leads to the concept of a reproducing kernel Hilbert space (RKHS). In the following we will present a construction scheme for a fixed kernel $k$ which will also conclude the proof of Proposition 2.1.4. The main idea is to construct a Hilbert space whose elements are functions. For a given kernel $k$ we define the following set

$$
\begin{equation*}
F=\left\{f(\cdot)=\sum_{i=1}^{n} \alpha_{i} k\left(\cdot, \mathbf{x}_{i}\right) ; n \in \mathbb{N}, \alpha_{i} \in \mathbb{R}, \mathbf{x}_{i} \in \mathcal{X}\right\} \subseteq \mathbb{R}^{\mathcal{X}} \tag{2.10}
\end{equation*}
$$

where the elements $k(\cdot, \mathbf{x}): \mathcal{X} \rightarrow \mathbb{R}$ are functions, and $k(\cdot, \mathbf{x})$ itself is an element in $F$. It is easy to see that this set can be turned into a vector space if we endow it with the two operations of addition $(f+g)(\mathbf{x})=f(\mathbf{x})+g(\mathbf{x})$ as well as multiplication with a scalar $(\lambda f)(\mathbf{x})=\lambda f(\mathbf{x}), \lambda \in \mathbb{R}$. Now we define an inner product between two elements of this space

$$
\begin{equation*}
f(\cdot)=\sum_{i=1}^{n} \alpha_{i} k\left(\cdot, \mathbf{x}_{i}\right) \quad \text { and } \quad g(\cdot)=\sum_{j=1}^{n^{\prime}} \beta_{j} k\left(\cdot, \mathbf{x}_{j}^{\prime}\right) \tag{2.11}
\end{equation*}
$$

with $n, n^{\prime} \in \mathbb{N}, \alpha_{i}, \beta_{j} \in \mathbb{R}, \mathbf{x}_{i}, \mathbf{x}_{j}^{\prime} \in \mathcal{X}$, as

$$
\begin{equation*}
\langle f, g\rangle_{F}:=\sum_{i=1}^{n} \sum_{j=1}^{n^{\prime}} \alpha_{i} \beta_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}^{\prime}\right) \tag{2.12}
\end{equation*}
$$
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This is a well defined construction, i.e. it does not depend on the choice of the expansion coefficients of $f$ or $g$. To see this, note that we can also write making use of the symmetry of the kernel

$$
\begin{equation*}
\sum_{j=1}^{n^{\prime}} \beta_{j} f\left(\mathbf{x}_{j}^{\prime}\right)=\langle f, g\rangle_{F}=\sum_{i=1}^{n} \alpha_{i} g\left(\mathbf{x}_{i}\right) \tag{2.13}
\end{equation*}
$$

where the left term does not depend on the expansion of $f$ and the right term does not depend on the expansion of $g$. From Eq. (2.13) we also see that $\langle\cdot, \cdot\rangle_{F}$ is bilinear. Furthermore it is symmetric and positive definite which follows from the positive definiteness of the kernel $k$, since

$$
\begin{equation*}
\langle f, f\rangle_{F}=\sum_{i, j=1}^{n} \alpha_{i} \alpha_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \geq 0 \tag{2.14}
\end{equation*}
$$

implies that for any functions $f_{1}, \ldots, f_{p} \in F$ and any coefficients $c_{1}, \ldots, c_{p} \in \mathbb{R}$ we have

$$
\begin{equation*}
\sum_{i, j=1}^{p} c_{i} c_{j}\left\langle f_{i}, f_{j}\right\rangle_{F}=\left\langle\sum_{i=1}^{p} c_{i} f_{i}, \sum_{j=1}^{p} c_{j} f_{j}\right\rangle_{F} \geq 0 . \tag{2.15}
\end{equation*}
$$

From the last equation we see that $\langle\cdot, \cdot\rangle_{F}$ is a positive definite kernel defined on a vector space of functions.

If we choose $g(\cdot)=k(\cdot, \mathbf{x})$ it follows from the definition of the inner product that

$$
\begin{equation*}
\langle f, k(\cdot, \mathbf{x})\rangle_{F}=\sum_{i=1}^{n} \alpha_{i} k\left(\mathbf{x}_{i}, \mathbf{x}\right)=f(\mathbf{x}), \quad \forall x \in \mathcal{X} \tag{2.16}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\left\langle k(\cdot, \mathbf{x}), k\left(\cdot, \mathbf{x}^{\prime}\right)\right\rangle_{F}=k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) . \tag{2.17}
\end{equation*}
$$

This property is known as the reproducing property of the kernel. A function $f$ can thus be represented as a linear function defined by an inner product in the vector space $F$.

We still need to show definiteness of the inner product. Applying (2.16) and the Cauchy-Schwarz inequality we obtain

$$
\begin{equation*}
|f(\mathbf{x})|^{2}=\left|\langle k(\cdot, \mathbf{x}), f\rangle_{F}\right|^{2} \leq k(\mathbf{x}, \mathbf{x}) \cdot\langle f, f\rangle_{F} \tag{2.18}
\end{equation*}
$$

which proves that $\langle f, f\rangle_{F}=0 \Leftrightarrow f=0$. The space we have constructed can be completed by adding all limit points of sequences that are convergent in the norm $\|f\|_{F}=\sqrt{\langle f, f\rangle}$ which yields the Hilbert space $\mathcal{H}$, see e.g. [Aro50] for details.

Due to the property (2.16) this space is called a reproducing kernel Hilbert space (RKHS) for $k$. The RKHS uniquely determines $k$ and vice versa. This is the statement of the following theorem.

Theorem 2.1.6 (Moore-Aronszajn, see [Aro50]). To every positive definite kernel $k$ there exists a unique reproducing kernel Hilbert space $\mathcal{H}$ whose kernel is $k$ and vice versa.

Proof. Since we have already proved existence, uniqueness remains to be shown. Let $\mathcal{H}^{\prime}$ be another Hilbert space for which $k$ is the reproducing kernel. Then for all $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{X}$

$$
\begin{equation*}
\left\langle k(\cdot, \mathbf{x}), k\left(\cdot, \mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}}=k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left\langle k(\cdot, \mathbf{x}), k\left(\cdot, \mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}^{\prime}} . \tag{2.19}
\end{equation*}
$$

Due to the linearity of the dot product and the uniqueness of the completion it must hold $\mathcal{H}=\mathcal{H}^{\prime}$. Now assume $k, k^{\prime} \in \mathcal{H}, K \neq K^{\prime}$ are two different reproducing kernels of $\mathcal{H}$. Then there exists a $\mathrm{x} \in \mathcal{X}$ for which

$$
\begin{align*}
0 & <\left\|k(\cdot, \mathbf{x})-k^{\prime}(\cdot, \mathbf{x})\right\|_{\mathcal{H}}^{2}=\left\langle k(\cdot, \mathbf{x})-k^{\prime}(\cdot, \mathbf{x}), k(\cdot, \mathbf{x})-k^{\prime}(\cdot, \mathbf{x})\right\rangle_{\mathcal{H}}  \tag{2.20}\\
& =\left\langle k(\cdot, \mathbf{x}), k(\cdot, \mathbf{x})-k^{\prime}(\cdot, \mathbf{x})\right\rangle_{\mathcal{H}}-\left\langle k^{\prime}(\cdot, \mathbf{x}), k(\cdot, \mathbf{x})-k^{\prime}(\cdot, \mathbf{x})\right\rangle_{\mathcal{H}}=0, \tag{2.21}
\end{align*}
$$

which is a contradiction.
We have constructed a Hilbert space which can act as the feature space of our kernel. The corresponding feature map for this space is the so-called Aronszajn map

$$
\begin{equation*}
\phi: \mathcal{X} \rightarrow \mathbb{R}^{\mathcal{X}}, \mathbf{x} \mapsto k(\cdot, \mathbf{x}) \tag{2.22}
\end{equation*}
$$

For this $\phi$ it is easy to see that the kernel $k$ is indeed of the form (2.4). We want to point out that although there exists a unique RKHS to each kernel $k$, it might well be that there are other feature maps that result in a inner product with the same value. If the two feature maps $\phi_{1}, \phi_{2}$ map into the feature spaces $\mathcal{H}_{1}$, resp. $\mathcal{H}_{2}$ then it might be the case that

$$
\begin{equation*}
k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left\langle\phi_{1}(\mathbf{x}), \phi_{1}\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}_{1}}=\left\langle\phi_{2}(\mathbf{x}), \phi_{2}\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}_{2}} \tag{2.23}
\end{equation*}
$$

for all $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{X}$, and that does not necessarily imply that $\phi_{1}=\phi_{2}$. For our purposes however we can consider the two spaces identical, as we are only interested in the kernel evaluation as the dot product and this remains identical.

### 2.1.4. Operations in RKHS

We will turn our attention to some basic operations in the reproducing kernel Hilbert space and show how they can be computed in terms of kernel function evaluations. Although the space $\mathcal{H}$ can be very high dimensional or even infinite dimensional, in some cases basic operations can still be computed. Essentially this is the case whenever we can express its elements in terms of kernel evaluations.

## Translation

A translation in feature space can be written as the modified feature map $\tilde{\phi}(\mathbf{x})=\phi(\mathbf{x})+\Gamma$ with $\Gamma \in \mathcal{H}$. We expand the dot product for $\left\langle\tilde{\phi}(\mathbf{x}), \tilde{\phi}\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathcal{H}}$ to write

$$
\begin{equation*}
\left\langle\phi(\mathbf{x})+\Gamma, \phi\left(\mathbf{x}^{\prime}\right)+\Gamma\right\rangle=\left\langle\phi(\mathbf{x}), \phi\left(\mathbf{x}^{\prime}\right)\right\rangle+\langle\phi(\mathbf{x}), \Gamma\rangle+\left\langle\Gamma, \phi\left(\mathbf{x}^{\prime}\right)\right\rangle+\langle\Gamma, \Gamma\rangle . \tag{2.24}
\end{equation*}
$$

In general only the first term can be evaluated via the kernel function. But if we restrict $\Gamma$ to have an expansion $\Gamma=\sum_{i=1}^{n} \alpha_{i} k\left(\cdot, x_{i}\right)$, i.e. to lie in the span of the functions $\phi\left(\mathbf{x}_{1}\right), \ldots, \phi\left(\mathbf{x}_{n}\right) \in \mathcal{H}$, we can calculate the translated dot product

$$
\begin{equation*}
\left\langle\tilde{\phi}(\mathbf{x}), \tilde{\phi}\left(\mathbf{x}^{\prime}\right)\right\rangle=k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)+\sum_{i=1}^{n} \alpha_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)+\sum_{i=1}^{n} \alpha_{i} k\left(\mathbf{x}^{\prime}, \mathbf{x}_{i}\right)+\sum_{i, j=1}^{n} \alpha_{i} \alpha_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) . \tag{2.25}
\end{equation*}
$$

## Centering

The translation operations allows us to center data $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathcal{X}$ in the feature space. The mean of the data is $\phi_{\mu}=\frac{1}{n} \sum_{i=1}^{n} \phi\left(\mathbf{x}_{i}\right)$ and thus fulfills the requirements for the translation element $\Gamma$. Applying (2.25) with $\Gamma=-\phi_{\mu}$ thus yields a feature map for which

$$
\begin{equation*}
0=\frac{1}{n} \sum_{i=1}^{n} \tilde{\phi}\left(\mathbf{x}_{i}\right) . \tag{2.26}
\end{equation*}
$$

## Computing Distances

With the kernel corresponding to a dot product in a Hilbert Space $\mathcal{H}$ and thus inducing a norm it is natural to ask if one can also compute the distances of the images of the elements in $\mathcal{X}$. Such a distance can be evaluated entirely in terms of kernel evaluations as is evident from

$$
\begin{equation*}
d\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\left\|\phi\left(\mathbf{x}_{1}\right)-\phi\left(\mathbf{x}_{2}\right)\right\|_{\mathcal{H}}=\sqrt{k\left(\mathbf{x}_{1}, \mathbf{x}_{1}\right)+k\left(\mathbf{x}_{2}, \mathbf{x}_{2}\right)-2 k\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)} \tag{2.27}
\end{equation*}
$$

for $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathcal{X}$ and $\phi$ being the feature map for $k$. This is a very elegant way to measure the dissimilarity between arbitrary objects, for example between two graphs or two sentences.

## Subspace Projections

For two points $\Psi, \Gamma \in \mathcal{H}$ the projection of $\Psi$ onto the subspace spanned by $\Gamma$ is

$$
\begin{equation*}
\Psi^{\prime}=\frac{\langle\Gamma, \Psi\rangle_{\mathcal{H}}}{\|\Gamma\|_{\mathcal{H}}^{2}} \Gamma . \tag{2.28}
\end{equation*}
$$

If we have a kernel expansion of the points $\Psi, \Gamma$, then we can compute the projection $\Psi^{\prime}$ and also express it in terms of kernel evaluations.

### 2.1.5. Kernel Construction

The following proposition states some operations which preserve the positive definiteness of kernels. These operations can be used to create new, possibly complicated, kernels from existing ones.

Proposition 2.1.7. Let $K_{1}, K_{2}, \ldots$ be arbitrary positive definite kernels on $\mathcal{X} \times \mathcal{X}$, where $\mathcal{X}$ is a nonempty set. Then
(i) $\alpha_{1} k_{1}+\alpha_{2} k_{2}$ is positive definite for $\alpha_{1}, \alpha_{2} \geq 0$.
(ii) If $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right):=\lim _{n \rightarrow \infty} K_{n}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ exists for all $\mathbf{x}, \mathbf{x}^{\prime}$, then $k K$ is positive definite.
(iii) The pointwise product $k_{1} k_{2}$ is positive definite.
(iv) Assume for $i=1,2, k_{i}$ is a positive definite kernel on $\mathcal{X}_{i} \times \mathcal{X}_{i}$, where $\mathcal{X}_{i}$ is nonempty. The tensor product $k_{1} \otimes k_{2}$ and the direct sum $k_{1} \oplus k_{2}$ are positive definite kernels on $\left(\mathcal{X}_{1} \times \mathcal{X}_{2}\right) \times\left(\mathcal{X}_{1} \times \mathcal{X}_{2}\right)$.
(v) The function $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right):=f(\mathbf{x}) f\left(\mathbf{x}^{\prime}\right)$ is a positive definite kernel for any function $f: \mathcal{X} \rightarrow \mathbb{R}$.

Proof. For proofs see [Ber84].
The first two statements of the last proposition state that the set of positive definite kernels is a closed convex cone. Loosely speaking the operations of (i)-(iv) are the only simple operations which preserve positive definiteness. Without stating the result we mention that it is possible to fully characterize the class of functions that preserve positive definiteness [Fit95, Hof08].

### 2.1.6. Examples of Kernels

With the closure properties of the last result we finally turn our view to some concrete examples of kernel functions. We concentrate on the most prominent ones and also introduce two kernels which have been used for several image processing tasks. For a more general overview including examples of other data structures such as graphs, trees, strings, etc. we refer to [Hof08, Sch02, Bak07, Sha04]. At this point we will present some general kernels which operate on real vector spaces. In the following chapters on image classification we will introduce some more kernel functions which are especially suited for problems in which the input elements themselves are either images or some kind of image features.
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## Linear Kernel

The most simple kernel is arguably the ordinary dot product in $\mathbb{R}^{d}$. Functions which are built upon this kernel are of the form

$$
\begin{equation*}
f(\mathbf{x})=\sum_{i=1}^{n} \alpha_{i}\left\langle\mathbf{x}, \mathbf{x}_{i}\right\rangle=\left\langle\mathbf{x}, \sum_{i=1}^{n} \alpha_{i} \mathbf{x}_{i}\right\rangle=\langle\mathbf{x}, \mathbf{w}\rangle, \tag{2.29}
\end{equation*}
$$

where we defined $\mathbf{w}=\sum_{i=1}^{n} \alpha_{i} \mathbf{x}_{i}$. Thus the RKHS of a linear kernel on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ can be identified with the span of all hyperplanes in $\mathbb{R}^{d}$.

## Polynomial Kernel

The homogeneous polynomial kernel $k\left(\mathbf{x}, \mathbf{x}^{\prime} ; p\right)=\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle^{p}$ is positive definite for all $p \in \mathbb{N}$ as a direct consequence from proposition 2.1.7 (iii). This again is an example where the input space $\mathcal{X}$ itself is a dot-product space. One can take the corresponding feature space: it is of finite dimension and consists of all monomials of degree $p$ in the input coordinates. Another prominent polynomial kernel is the inhomogeneous polynomial kernel which computes the inner product of all monomials up to degree $p: k\left(\mathbf{x}, \mathbf{x}^{\prime} ;\{c, p\}\right)=\left(\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle+c\right)^{p}$

## Gaussian Kernel

From the Taylor series expansion of the exponential function $e^{z}=\sum_{i=0}^{\infty} \frac{1}{i!} z^{i}$ and proposition 2.1.7-(ii) we see that

$$
\begin{equation*}
k\left(\mathbf{x}, \mathbf{x}^{\prime} ; \gamma\right)=e^{\gamma\left(\mathbf{x}, \mathbf{x}^{\prime}\right)} \tag{2.30}
\end{equation*}
$$

is a positive definite kernel for all $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{d}, \gamma \in \mathbb{R}, \gamma \geq 0$. It follows immediately that the Gaussian function

$$
\begin{equation*}
e^{-\gamma\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|^{2}}=e^{-\gamma(\mathbf{x}, \mathbf{x}\rangle} e^{2 \gamma\left(\mathbf{x}, \mathbf{x}^{\prime}\right\rangle} e^{-\gamma\left\langle\mathbf{x}^{\prime}, \mathbf{x}^{\prime}\right\rangle} \tag{2.31}
\end{equation*}
$$

is a valid positive definite kernel. Furthermore we observe from the Taylor series expansion that it is a polynomial kernel with infinite degree. The corresponding Hilbert space is infinite dimensional and in fact it corresponds to a mapping into $\mathcal{C}^{\infty}$, the space of smooth functions.

## $\chi^{2}$ Histogram Kernel

A common type of instances occurring in text and image processing problems are aggregated representations such as histograms. We will discuss them in greater detail in the context of image classification in Section 6.1.1. A prominent kernel for comparing two histograms is the $\chi^{2}$ kernel. For two histograms $\mathbf{h}, \mathbf{h}^{\prime}$ of size $d$ the $\chi^{2}$-distance is defined as

$$
\begin{equation*}
\chi^{2}\left(\mathbf{h}, \mathbf{h}^{\prime}\right)=\sum_{i=1}^{d} \frac{\left(\mathbf{h}_{i}-\mathbf{h}_{i}^{\prime}\right)^{2}}{\mathbf{h}_{i}+\mathbf{h}_{i}^{\prime}}, \tag{2.32}
\end{equation*}
$$

where we used the convention $x / 0:=0$. It was shown in [Hei05] that the $\chi^{2}$ kernel of the form

$$
\begin{equation*}
k\left(\mathbf{h}, \mathbf{h}^{\prime} ; \gamma\right)=\exp \left(-\gamma \chi^{2}\left(\mathbf{h}, \mathbf{h}^{\prime}\right)\right) \tag{2.33}
\end{equation*}
$$

is a positive definite kernel.

## Set Kernels

So far we presented kernels for rather simple input spaces only. However the power of kernel methods also stems from the fact that we can measure similarity between possibly complex objects. Assume an input space being the power set of some other set, e.g. $\mathcal{X}=2^{\mathcal{K}}$ for some finite dictionary $\mathcal{K}$. A similarity on this space could for example be defined by just counting the number of equal elements in the sets. The corresponding kernel for $X, X^{\prime} \in \mathcal{X}$ reads

$$
\begin{equation*}
k\left(X, X^{\prime}\right)=\sum_{\mathbf{x} \in X} \sum_{\mathbf{x}^{\prime} \in X} \delta\left(\mathbf{x}=\mathbf{x}^{\prime}\right) \tag{2.34}
\end{equation*}
$$

where we denote with

$$
\delta\left(x, x^{\prime}\right)= \begin{cases}1 & \text { if } x=x^{\prime}  \tag{2.35}\\ 0 & \text { otherwise }\end{cases}
$$

the indicator function. We used upper case letters for the elements of $\mathcal{X}$ to make explicit that those elements are in fact sets. This kernel is widely used in text classification and is also referred to as the sparse vector kernel, see for example [Joa98]. Consider a text being represented as the bag of words which appear in the text. This kernel measures similarity between two texts by just counting the number of common words.
A more general kernel can be defined on the same input set with the use of a base kernel $k_{0}$. It sums up the similarities between all elements in the two sets

$$
\begin{equation*}
k\left(X, X^{\prime} ; k_{0}\right)=\sum_{\mathbf{x} \in X} \sum_{\mathbf{x}^{\prime} \in X} k_{0}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) . \tag{2.36}
\end{equation*}
$$

This is a kernel if and only if $k_{0}$ itself is a kernel [Hau99].

### 2.2. The Representer Theorem

In the last section we introduced the RKHS $\mathcal{H}$ associated with a kernel $k$ serving as its inner product. Functions $f \in \mathcal{H}$ can be represented as linear combinations of kernel expansions but have a possibly infinite number of expansion coefficients. The representer theorem [Kim71, Cox90] states that the solutions of a large class of optimization problems are expressible by only a finite number of kernel functions. We present a slightly more general version of the theorem [Sch01].

## 2. An Introduction to Kernel Learning Algorithms

Theorem 2.2.1 (Representer Theorem). Let $\Omega:[0, \infty) \rightarrow \mathbb{R}$ be a strictly monotonic increasing function and $L:\left(\mathcal{X} \times \mathbb{R}^{2}\right)^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ be an arbitrary loss function. Furthermore let $\mathcal{H}$ be a RKHS with reproducing kernel $k$. Each minimizer $f \in \mathcal{H}$ of the regularized functional

$$
\begin{equation*}
\Omega\left(\|f\|_{\mathcal{H}}^{2}\right)+L\left(\left(\mathbf{x}_{1}, y_{1}, f\left(\mathbf{x}_{1}\right)\right), \ldots,\left(\mathbf{x}_{n}, y_{n}, f\left(\mathbf{x}_{n}\right)\right)\right) \tag{2.37}
\end{equation*}
$$

admits a representation of the form

$$
\begin{equation*}
f(\mathbf{x})=\sum_{i=1}^{n} \alpha_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right) \tag{2.38}
\end{equation*}
$$

with $\alpha_{i} \in \mathbb{R}$.
Proof. We decompose an element $f \in \mathcal{H}$ into the part $f^{\|}$which is inside the span of kernel functions $k\left(\cdot, \mathbf{x}_{1}\right), \ldots, k\left(\cdot, \mathbf{x}_{n}\right)$ and its orthogonal complement $f^{\perp}$ and show that the latter is always zero. We write

$$
\begin{equation*}
f(\mathbf{x})=f^{\|}(\mathbf{x})+f^{\perp}(\mathbf{x})=\sum_{i=1}^{n} \alpha_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)+f^{\perp}(\mathbf{x}) \tag{2.39}
\end{equation*}
$$

with $\alpha_{i} \in \mathbb{R}$ and $\left\langle f^{\perp}, k\left(\cdot, \mathbf{x}_{i}\right)\right\rangle_{\mathcal{H}}=0, \forall i \in\{1, \ldots, n\}$. Using the reproducing property of $\mathcal{H}$ we can write

$$
\begin{equation*}
f(\mathbf{x})=\langle f, k(\cdot, \mathbf{x})\rangle_{\mathcal{H}}=\sum_{i=1}^{n} \alpha_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)+\left\langle f^{\perp}, k(\cdot, \mathbf{x})\right\rangle_{\mathcal{H}}=\sum_{i=1}^{n} \alpha_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right) . \tag{2.40}
\end{equation*}
$$

We thus see that the term $f^{\perp}$ is irrelevant for the value of $L$ in (2.37). Making use of the fact that $\Omega$ is monotonically decreasing we get the following inequality

$$
\begin{equation*}
\Omega\left(\|f\|_{\mathcal{H}}^{2}\right)=\Omega\left(\left\|\sum_{i=1}^{n} \alpha_{i} k\left(\cdot, \mathbf{x}_{i}\right)\right\|_{\mathcal{H}}^{2}+\left\|f^{\perp}\right\|_{\mathcal{H}}^{2}\right) \geq \Omega\left(\left\|\sum_{i=1}^{n} \alpha_{i} k\left(\cdot, \mathbf{x}_{i}\right)\right\|_{\mathcal{H}}^{2}\right) . \tag{2.41}
\end{equation*}
$$

Thus for any fixed $\alpha_{i} \in \mathbb{R}$ the function $\Omega$ in (2.37) is minimized for $f^{\perp}=0$.
This theorem has widespread implications. It tells us that whenever we can formulate an objective function in form of (2.37) we can rest assured that the solution can be expressed in terms of finitely many kernel evaluations. Even if the function space is infinite dimensional, we only need to search for the $n$ expansion coefficients.

Monotonicity of $\Omega$ does not ensure a unique minimizer of (2.37), we have to require convexity to prevent the possibility of several solutions. Indeed many algorithms make use convex loss functions. The strictness of the monotonicity of $\Omega$ can be discarded, but there might be minimizers of (2.37) which do not
admit the form (2.38). However it still follows that there is at least one other solution which is as good and which does admit the expansion form.

The minimizer of the regularized risk formulation should on one hand minimize the training error, as measured by the cost term $L$, and on the other hand have a low norm. Since the function spaces are usually extremely rich, for most problems there will be functions with incur no cost at all, for example by just memorizing the examples. However such solutions will be arbitrarily complex and therefore will not generalize well. The regularizer $\Omega$ can be understood as seeking to resolve this issue. Loosely speaking it can be seen as favoring smooth functions, where smoothness is measured by the RKHS norm $\|\cdot\|_{\mathcal{H}}$ (see [Sch02] for a detailed review of its regularization properties).

### 2.3. Learning with Kernels

With the ingredients of the last two sections we can now introduce some kernel based learning algorithms. Given a training set of observations

$$
\begin{equation*}
\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right) \in \mathcal{X} \times \mathcal{Y} \tag{2.42}
\end{equation*}
$$

we aim to find a function $f: \mathcal{X} \rightarrow \mathbb{R}$ which minimizes the empirical risk on this dataset. For binary classification problems where $\mathcal{Y}=\{-1,+1\}$, this can be posed as the search for a function $f: \mathcal{X} \rightarrow \mathbb{R}$ which maximizes the agreement between $\operatorname{sign} f(x)$ and the label of the pattern $y(x)$. We pose this search in the regularized risk framework and search over functions $f$ in the space $\mathcal{H}$ which is implicitly defined by the kernel used to measure similarity between data points. From the representer theorem we know that the only parameters we have to search for are the coefficients of the kernel expansion. Since we search for linear functions in the high, or even infinite dimensional space we will write them also as $f(x)=\langle w, \phi(x)\rangle_{\mathcal{H}}$ or as an affine function $f(x)=\langle w, \phi(x)\rangle_{\mathcal{H}}+b$, with $w \in \mathcal{H}$ and $b \in \mathbb{R}$.

Minimizing the empirical risk with respect to the parameters $(w, b)$ confronts us with several problems. First, the minimization is a NP hard problem [Min69]. Even approximately minimizing the empirical risk is NP hard not only for linear functions but also for other simple geometrical objects such as spheres [BD00]. The optimal function, that is the indicator function $\delta(f(x) \neq y)$, is discontinuous and even small changes in $f$ may lead to large changes in both empirical and expected risk.

In order to overcome the difficulties arising from the exact minimization of the empirical risk, we will use the upper bound of the indicator function and minimize the upper bound. This is not only computationally effective but has also the benefit of yielding consistent estimators [Hof08].


Figure 2.1.: Commonly used loss functions for classification (left) and regression (right) estimation. The $0-1$ loss is positive for every element for which the sign does not equal its label. It is discontinuous and not convex. The Hinge and quadratic loss are convex approximations thereof. For regression estimation the $\epsilon$ insensitive and quadratic loss are commonly used. Both are symmetric and penalize the deviation from the true target value (in this case 0 ).

### 2.3.1. Support Vector Classification

Consider the problem of binary classification with input data

$$
\begin{equation*}
\left(x_{1}, y_{n}\right), \ldots,\left(x_{n}, y_{n}\right) \subset \mathcal{X} \times\{-1,+1\} \tag{2.43}
\end{equation*}
$$

We seek a function assigning to each point $x \in \mathcal{X}$ its corresponding label sign. In order to achieve this we implement the search for $f: \mathcal{X} \rightarrow \mathbb{R}$ over the function space $\mathcal{H}$ as the following regularized risk functional [Cor95, Vap95].

$$
\begin{equation*}
\min _{f \in \mathcal{H}} \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} L\left(y_{i}, f\left(\mathbf{x}_{i}\right)\right) . \tag{2.44}
\end{equation*}
$$

The final classification function will then be obtained by taking $\operatorname{sign}(f(x))$. Typical choices for the loss function are $L(y, t)=\max \{0,1-y t\}^{p}$ with $p=1,2$. For $p=1$ the loss is usually referred to as the Hinge loss, for $p=2$ as the quadratic loss. Both are depicted in Figure 2.1 together with the indicator function $\delta(y \neq f(\mathbf{x}))$ (also known as the 0-1 loss function) of which they are both upper bounds. Note that the Hinge as well as the quadratic loss are convex with respect to their second argument. It is due to this convexity that the minimizer of (2.44) is unique. We have also introduced the regularization parameter $C \in \mathbb{R} \cup\{\infty\}$ to the optimization problem in order to control the trade-off between the smoothness of the function measured by $\|f\|_{\mathcal{H}}$ ans its ability to explain the data correctly.

We can set $C=\infty$, in which case (2.44) is also referred to as the hard margin $S V M$. With this choice we enforce the solution $f$ to incur no loss at all [Vap63]. There might not be a solution to this problem because the function class $\mathcal{H}$ may not contain a function that perfectly separates the data.

The SVM formulation (2.44) is a quadratic program (QP) and can thus be solved efficiently [Boy04]. Several algorithmic strategies have been proposed for this particular problem, see for example the SMO algorithm [Pla99]. For a differentiable loss it is conceptually easiest to resort to simple gradient descent techniques. A detailed analysis of a Newton optimization scheme can be found in [Cha07].

### 2.3.2. Support Vector Regression

As the next example of kernel based learning algorithm we consider the task of regression with target space $\mathcal{Y} \subseteq \mathbb{R}$. Again we use a regularized risk functional and write

$$
\begin{equation*}
\min _{f \in \mathcal{H}} \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} L\left(y_{i}, f\left(\mathbf{x}_{i}\right)\right) . \tag{2.45}
\end{equation*}
$$

Several loss functions can be used, for example the $\epsilon$-insensitive loss $L_{\epsilon}(y, t)=$ $\max \{0,|y-t|-\epsilon\}\left[\right.$ Vap95, Vap97, Dru97] or the quadratic loss $L(y, t)=(y-t)^{2}$ yielding penalized least squares regression [Hoe70, Tik63, Mor84, Wah90]. In Figure 2.1 both loss functions are depicted. The representer theorem ensures a finite representation of the optimal solution of (2.45). Plugging this into the problem and for the special case of the quadratic loss, we obtain the following closed form solution for the optimal parameters $\alpha^{*}$, where we assume $C>0$

$$
\begin{align*}
\alpha^{*} & =\underset{\alpha \in \mathbb{R}^{n}}{\operatorname{argmin}} \frac{1}{2} \alpha^{\top} \mathbf{K} \alpha+C\|\mathbf{K} \alpha-\mathbf{y}\|^{2}  \tag{2.46}\\
& =\left(\mathbf{K}+\frac{1}{2 C} \mathbf{I}\right)^{-1} \mathbf{y}, \tag{2.47}
\end{align*}
$$

with $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$. Due to the structure of the solution this is also referred to as kernel ridge regression, the "ridge" $1 / 2 C$ added to the kernel matrix is a consequence of the regularizer. Using the shorthand $\mathbf{K}_{\mathbf{x}}(\cdot)=$ $\left(k\left(\cdot, \mathbf{x}_{1}\right), \ldots, k\left(\cdot, \mathbf{x}_{n}\right)\right)^{\top}$ the prediction function becomes

$$
\begin{equation*}
f(\mathbf{x})=\mathbf{K}_{\mathbf{x}}(\mathbf{x})^{\top}\left(\mathbf{K}+\frac{1}{2 C} \mathbf{I}\right)^{-1} \mathbf{y} \tag{2.48}
\end{equation*}
$$

### 2.3.3. Gaussian Processes

Another way of looking at the regression problem is from the viewpoint of Gaussian Processes (GPs). Gaussian processes provide a probabilistic ap-
proach for kernel learning and are not limited to regression. For a more general overview of the GP framework we refer to [Mac98, Ras06].

A GP defines a distribution over functions $f: \mathcal{X} \rightarrow \mathbb{R}$ and is fully described by a mean $m: \mathcal{X} \rightarrow \mathbb{R}$ and covariance function $K: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$

$$
\begin{equation*}
m(\mathbf{x})=\mathbb{E}[f(\mathbf{x})], \quad k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\mathbb{E}\left[(f(\mathbf{x})-m(\mathbf{x}))\left(f\left(\mathbf{x}^{\prime}\right)-m\left(\mathbf{x}^{\prime}\right)\right)\right] . \tag{2.49}
\end{equation*}
$$

For notational simplicity we set $m$ to be the zero function. Given a finite collection of data $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ we first compute its covariance matrix $\mathbf{K}_{\mathbf{x x}}$ in the same way as we did for the Gram matrix (2.5). The covariance matrix defines a distribution over the vector of output values $f_{\mathbf{x}}=\left(f\left(\mathbf{x}_{1}\right), \ldots, f\left(\mathbf{x}_{n}\right)\right)^{\top}$

$$
\begin{equation*}
f_{\mathbf{x}} \sim \mathcal{N}\left(\mathbf{0}, \mathbf{K}_{\mathbf{x x}}\right) \tag{2.50}
\end{equation*}
$$

which is a multivariate Gaussian distribution. Therefore the specification of the covariance function implies the form of the distribution over the functions. The role of the covariance for GPs is the same as the role of kernels we used so far, both specify the notion of similarity. This is also the reason we choose $k K$ to denote both quantities.

Let us consider again the task of real-valued regression. Given training data consisting of pairs of inputs $\left(\mathrm{x}_{1}, y_{1}\right), \ldots,\left(\mathbf{x}_{n}, y_{n}\right)$ the goal is to predict the output value $y^{*}$ for a new test data point $\mathbf{x}^{*}$. We will assume that the output values we have access to are only noisy observations of the true underlying function $y=f(\mathbf{x})+\epsilon$. Furthermore we assume the noise to be additive independently identically Gaussian distributed with zero mean and variance $\sigma$. For notational convenience we define the following vectors, using bold symbols for vectorial variables; the stacked output values $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$, the covariance terms of the test point $\mathbf{K}_{*}=\left(k\left(\mathbf{x}^{*}, \mathbf{x}_{1}\right), \ldots, k\left(\mathbf{x}^{*}, \mathbf{x}_{n}\right)\right)^{\top}$ as well as $\mathbf{K}_{* *}=k\left(\mathbf{x}^{*}, \mathbf{x}^{*}\right)$. From the model assumption (2.50) we know that the output values are distributed according to

$$
\left[\begin{array}{c}
\mathbf{y}  \tag{2.51}\\
f\left(\mathbf{x}^{*}\right)
\end{array}\right] \sim \mathcal{N}\left(\mathbf{0},\left(\begin{array}{cc}
\left(\mathbf{K}+\sigma^{2} \mathbf{I}\right) & \mathbf{K}_{*} \\
\mathbf{K}_{*}^{\top} & \mathbf{K}_{* *}
\end{array}\right)\right) .
$$

The predictive equations for the Gaussian Process we are interested in are then obtained by computing the conditional distribution

$$
\begin{equation*}
f\left(\mathbf{x}^{*}\right) \mid \mathbf{y},\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}, \mathbf{x}^{*} \sim \mathcal{N}\left(\mathbf{K}_{*}^{\top}\left(\mathbf{K}+\sigma^{2} \mathbf{I}\right)^{-1} \mathbf{y}, \mathbf{K}_{* *}-\mathbf{K}_{*}^{\top}\left(\mathbf{K}+\sigma^{2} \mathbf{I}\right)^{-1} \mathbf{K}_{*}\right) \tag{2.52}
\end{equation*}
$$

Comparing with (2.48) we observe that the GP mean predictor is exactly the same solution we have obtained for Kernel Ridge Regression. The noise variance term $\sigma^{2}$ appeared as a regularization constant in the kernel ridge regression case. Also note that we have witnessed yet another manifestation of the representer theorem which we have not used explicitly. What differs to Kernel Ridge Regression is that not only a mean prediction is defined but we obtained a full distribution over the output values including an uncertainty of
the prediction. Note however that the expression of the predictive variance in (2.52) solely depends on the locations of the training points and not on any training labels. Since usually some parameter selection process is used to determine the kernel parameters the uncertainty term is not independent of the training labels.

### 2.3.4. Structured Prediction using Kernels

So far we have considered only very simple target spaces $\mathcal{Y}$, for example $\mathcal{Y}=\{-1,+1\}$ and $\mathcal{Y}=\mathbb{R}$. This is however a very limited scenario as in many tasks the objects of interest are more complex than being only binary class membership. For example ranking a set of web-pages according to their relevance for a given query is a task which is not easily expressible in the previously used framework. Making predictions about graph layouts, entire image patches or multi-label problems are a few additional examples which call for a more general framework.

We want to apply kernel methods to all problems of this type and the following simple modification of the kernel function allows us to reuse the results we have obtained so far [Alt04, Tso05, Cai04]. We extend the class of functions to be of the form

$$
\begin{equation*}
f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}, \quad(\mathbf{x}, y) \mapsto f(\mathbf{x}, y) \tag{2.53}
\end{equation*}
$$

i.e. they depend on elements of both input and target space. Since the predictions we are interested in live in the space $\mathcal{Y}$ we will use the following prediction rule

$$
\begin{equation*}
y^{*}(\mathbf{x})=\underset{y \in \mathcal{Y}}{\operatorname{argmax}} f(\mathbf{x}, y) . \tag{2.54}
\end{equation*}
$$

Note that aside from this new prediction function little has changed from the setup we have developed so far. We just extend the input space and restricted the output space to always be $\mathbb{R}$. The feature map is of the form $\phi: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{H}$, the corresponding kernel is the dot product in the RKHS $\mathcal{H}$

$$
\begin{equation*}
k\left(\mathbf{x}, y, \mathbf{x}^{\prime}, y^{\prime}\right)=\left\langle\phi(\mathbf{x}, y), \phi\left(\mathbf{x}^{\prime}, y^{\prime}\right)\right\rangle_{\mathcal{H}} \tag{2.55}
\end{equation*}
$$

and the representer theorem ensures that the solutions of regularized risk functionals can be expressed in terms of expansions around training data points. The dependency of $f$ on the target space provides the possibility to take its structure into account.

The loss function can also encode the structure in the target set. In binary classification there is no such structure beyond two elements being equal (belonging to the same class) or different (belonging to separate classes). Now consider the task of retrieving a ranked list of websites given some text query. Missing the most relevant website should incur a higher cost than missing the 10th most relevant website. This is encoded using a loss function of the type
$\Delta: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}_{+}$. We will think of $\Delta\left(y, y^{\prime}\right)$ as the cost of predicting $y^{\prime}$ where it should have been $y$ and therefore set $\Delta(y, y)=0 \forall y \in \mathcal{Y}$. If the maximum of (2.54) is taken at the correct labeling, no cost is produced. However, predicting a different $y$ incurs a cost which depends on the similarity of the true and the predicted output. This gives rise to the following regularized risk formulation [Tso05]

$$
\begin{equation*}
\min _{f \in \mathcal{H}} \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} \max \left\{0, \max _{y \in \mathcal{Y}}\left(\Delta\left(y_{i}, y\right)-\left(f\left(\mathbf{x}_{i}, y_{i}\right)-f\left(\mathbf{x}_{i}, y\right)\right)\right)\right\} \tag{2.56}
\end{equation*}
$$

This is a convex problem which requires the solving of the inner maximization of (2.54). Since for many problems this can not be done efficiently, one can only hope for approximate solutions. A standard way of solving the problem is by dualizing the problem and using column-generation techniques [Het93, Ben00].

For the regularized risk formulation above the optimal function is of the form

$$
\begin{equation*}
f(\cdot, \cdot)=\sum_{i=1}^{n} \sum_{y \in \mathcal{Y}} \alpha_{i y} k\left((\cdot, \cdot),\left(\mathbf{x}_{i}, y\right)\right) \tag{2.57}
\end{equation*}
$$

We will outline only a few applications of this model and refer to [Bak07] for a more detailed overview.

- The classical binary setup is recovered by simply setting $\phi(\mathbf{x}, y)=y \phi(\mathbf{x})$ and $\Delta\left(y, y^{\prime}\right)=\delta\left(y=y^{\prime}\right)$. The inner maximum reduces to $1-2 y_{i} \sum_{j=1}^{n} \alpha_{j} y_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ which (ignoring some offsets) yields exactly the SVM optimization problem (2.44) with the Hinge loss.
- Multiclass classification [Cra00, Col02, All00, Rät03] can be cast in this framework. Let $\mathcal{C}$ denote the number of classes. Then $y \in\{1, \ldots, \mathcal{C}\}$ and the loss function is a multicategory version of the $0-1$ loss, namely $\Delta\left(y, y^{\prime}\right)=1-\delta\left(y=y^{\prime}\right)$. Corresponding kernels are typically chosen to be $\delta\left(y=y^{\prime}\right) k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$.
- In the case of multi-label estimation one is interested to predict a set of labels $y \in 2^{\{1, \ldots, n\}}$ for each input point. This is described in [Eli02] where a ranking scheme is devised such that $f(\mathbf{x}, i)>f(\mathbf{x}, j)$ if the label $i \in y$ but $j \notin y$.
- In object localization one is interested in the extent of a visual object in a given image. Most approaches aim to find a bounding box around this object which is as tight as possible. The standard technique to do so is to derive a classifier for this object class which subsequently is applied to a number of regions in the test image, e.g. by means of a sliding window approach [Lam08b]. In [Bla08] this problem is posed as a structured regression problem. In their formulation, the extent of the bounding box (its upper left and lower right coordinate) are predicted directly without any detour of a specialized region classifier.


### 2.3.5. Kernel Principal Component Analysis

Principal Component Analysis (PCA) is a widely used algorithm with many applications such as feature extraction, dimensionality reduction and data visualization. Its benefits include that it is easy to compute and easy to interpret. Given some data $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$, the PCA is an orthogonal projection of these points onto their principal axes, which are those which minimize the average projection cost measured as the squared distance between the points and their projections. The PCA algorithm boils down to an eigenvalue decomposition of the empirical covariance matrix of the data $C_{\text {emp }}=\mathbf{E}_{\text {emp }}[(\mathbf{x}-$ $\left.\left.\mathbf{E}_{\text {emp }}(\mathbf{x})\right)\left(\mathbf{x}-\mathbf{E}_{\text {emp }}(\mathbf{x})\right)^{\top}\right]$, i.e. solving the system of equations $\mathbf{C}_{\text {emp }} \mathbf{v}_{k}=\lambda_{k} \mathbf{v}_{k}$. For $d$-dimensional data $\mathbf{x}_{i}$ this problem can be solved in $O\left(d^{3}\right)$ time.

In [Sch98] this problem is posed in the feature space by simply replacing $\mathbf{x}$ with $\phi(\mathbf{x})$. Since the empirical covariance lies in the span of $\left\{\phi\left(\mathbf{x}_{1}\right), \ldots, \phi\left(\mathbf{x}_{n}\right)\right\}$ we can compute it in terms of kernel evaluations at the data points. For notational convenience we assume that we already centered the data in the feature space such that $\sum_{i=1}^{n} \phi\left(\mathbf{x}_{i}\right)=0$. Then we can write the eigenvalue problem as

$$
\begin{equation*}
C_{\mathrm{emp}} \mathbf{v}_{k}=\frac{1}{n} \sum_{i=1}^{n} \phi\left(\mathbf{x}_{i}\right) \phi\left(\mathbf{x}_{i}\right)^{\top} \mathbf{v}_{k}=\lambda_{k} \mathbf{v}_{k} \tag{2.58}
\end{equation*}
$$

and thus we can see that the eigenvectors are of the form $\mathbf{v}_{k}=\sum_{i=1}^{n} \alpha_{k i} \phi\left(\mathbf{x}_{i}\right)$. Resubstituting this into (2.58) we find that the coefficients $\alpha$ are easily computed by the Eigenvalue problem

$$
\begin{equation*}
\mathbf{K} \alpha=\lambda \alpha \tag{2.59}
\end{equation*}
$$

with $\mathbf{K}$ being the kernel matrix of the data. Having solved this eigenvalue problem we can compute the projection of any point $\mathbf{x}$ onto the $k$-th principal component of the data as $\left\langle\mathbf{v}_{k}, \phi(\mathbf{x})\right\rangle=\sum_{i=1}^{n} \alpha_{k i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)$.

Kernel PCA can be used as a pre-processing step for algorithms which are not "kernelizable", that is algorithms not based entirely on dot products.

### 2.3.6. Applications of Support Vector Algorithms

Probably much of the success of kernel based algorithms and the SVM and SVR formulation in particular is due to the empirical success on diverse practical problems. Just to name a few we mention that SVMs were applied to handwritten recognition [DeC02] and achieved the best classification scores on the MNIST [LeC98] benchmark dataset. Visual object classification is another task, e.g. [Bla08, Bla96, Cha99] and Chapter 7 of this thesis. Other applications include Object Detection [Lam08a, Rom01], microarray processing tasks [Bro00], text categorization [Dum98], ranking [Her00], novelty detection [Hay01] and many more. Recently interdependent label problems have been approached by SVMs [McC05, Tso05].

## 2. An Introduction to Kernel Learning Algorithms

Several authors applied kernel learning algorithms to image processing applications. In the later chapters of this thesis we will investigate in greater details their use for visual object classification in particular. A good source for an overview is [CV07] which includes applications for the classical problems in image processing, namely image coding, image de-noising and image segmentation. In [Kim05] image models based on Kernel PCA are proposed and it is shown that they perform well on image de-noising and super-resolution tasks.

### 2.4. Conclusion

In this chapter we have introduced the most basic concepts of positive definite kernels and presented some algorithms which build upon them. The main idea is that positive definite kernels provide a measure of similarity between possibly complex objects. With the regularized risk framework one can implement the search over rich classes of functions and still obtain functions which can be expressed in finitely many terms of kernel evaluations. Another benefit is that this search can be made convex and thus can yield problems which not only can be solved efficiently, but also guarantee global optimality.

## 3. Learning With Ambiguity

A typical assumption for building classification systems is the availability of training data as pairs of instances and corresponding labels. The label information is assumed to be precise in the sense that there is a one to one mapping between the label and the training points. In the Multiple Instance Learning (MIL) scenario this assumption is weakened and the correspondence between label information and training points is ambiguous.

Problems in which label information is ambiguous arise naturally in image classification. Consider the example image from the Caltech-101 dataset depicted in Figure 3.1 (input image). The label attached to this image is "Face". Although the face appears centered in the image it covers only a small fraction of the entire image. Therefore the label information should be interpreted as: "This image contains a face." rather than "The entire image is an example of a face image.". In other words, all we know is that there exists an unknown number of pixels in the image which belong to the shown face.

One might argue that with more label information provided from a user this problem could be solved. Suppose we would have additional information from a user who specified a bounding box around the face like the one in Figure 3.1(a). The problem of ambiguity remains. There is less clutter in this image but from the viewpoint of being a discriminative example for the category of faces, it is unclear whether or not choices (b) or (c) would have been better exemplars. One could standardize the position of the bounding box, e.g. specifying the location w.r.t. to the tip of the nose, but any convention is likely to be suboptimal. In the ideal setting the problem of selecting the most discriminative bounding boxes in the image is shifted to the learning algorithm for two reasons: i) a label for a bag is cheaper to obtain and ii) even if a user labeled all bounding boxes of an image it is unclear which of them to use for training. This is exactly the setting that can be cast as a multiple instance learning problem.

The MIL problem was first introduced in [Die97a] for the task of drug activity prediction. Since then a number of different applications emerged in the literature. Up to now the span of applications cover a variety of problems such as identification of proteins [Tao04], content based image retrieval [Zha02], object detection [Vio06], and prediction of failures in hard drives [Mur05].

In this chapter we report on two contributions. First we propose a disam-


Figure 3.1.: An example image from the Caltech-101 dataset [FF04] (upper left) and several (re-scaled) subwindows thereof. The available label for this image is that it belongs to the category "Face". Although a face appears centered in the image it is unclear which of the image yields the best training example. Should the subwindows (d) and (e) be labeled "face", "non-face" or do they fall into a "void" category? There is more than one face in the image, (f) is a subwindow of (input image) found in the lower left of the image on the board behind the person.
biguation of different scenarios that can arise within the MIL setting. Although a large amount of prior work on the topic exists, most often they solve variations of the problem using the same name [Die97b, Wan02, Zha02, Gär02, Tao04, Vio06, Ray05, Che06b]. We start with a formal definition and argue that because of label ambiguity one has impose further assumptions to the problem. This leads to different problems each of which requires especially tailored methods to solve them. The second contribution is a new optimization technique for the kernel based MIL approaches of [And03, Man05] and a new formulation which overcomes shortcomings of those approaches, identified on a set of benchmark datasets.

### 3.1. The Multiple Instance Learning Problem

We begin with a formal definition of the multiple instance learning problem. From here on we will denote with upper case letters, bags ${ }^{1}$ of elements and their labels and instances with their corresponding labels with lower case letters.

Definition 3.1.1 (Multiple Instance Learning). Given a training set of $n$ elements $\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1, \ldots, n}$, where each element consists of a bag of instances $X_{i}=\left\{x_{i}^{1}, \ldots, x_{i}^{m_{i}}\right\}, x_{i}^{j} \in \mathcal{X}$ and a label $Y_{i} \in\{-1,1\}$. With $y_{i}^{j}$ we denote the label of the instance $x_{i}^{j}$. We can make the following statements about the instance labels $y_{i}^{j}$ :

$$
\begin{align*}
& Y_{i}=1 \Rightarrow \exists j_{0} \in\left\{1, \ldots, m_{i}\right\} \quad: y_{i}^{j_{0}}=1,  \tag{3.1}\\
& Y_{i}=-1 \quad \Rightarrow \forall j \in\left\{1, \ldots, m_{i}\right\} \quad: y_{i}^{j}=-1 \text {. } \tag{3.2}
\end{align*}
$$

The bag label information in MIL induces constraints on instance labels in an asymmetric way. A negative labeled bag contains only instances to which a negative label can be assigned to. On the other hand a positive bag label only enforces that the bag contains at least one instance in the bag that can be assigned to the positive class. We will refer to this instance as the witness of the bag, since it is responsible for the positive label. There is no information about the remaining points, they might even belong to neither the positive nor the negative class. In general the instance labels are from the set $\{-1,1, ?\}$, where the label ? can be though of as a void category.

We want to emphasize that one has to distinguish between the semantics of bag and instance label and bear in mind that they have a different meaning, e.g. "contains an positive example" versus "is the positive example". We will give some examples of this difference between bag and instance labels in the following section.

There are two possible goals, either a classification function for the bags

$$
\begin{equation*}
f: 2^{\mathcal{X}} \rightarrow\{-1,1\}, \quad f(X) \mapsto Y \tag{3.3}
\end{equation*}
$$

or for the instances therein

$$
\begin{equation*}
f: \mathcal{X} \rightarrow\{-1,1\}, \quad f(x) \mapsto y \tag{3.4}
\end{equation*}
$$

is sought. Which of the two cases apply depends on the actual problem which is cast as a MIL problem. One can always design a classification function for the instances and compute the bag label as the maximum label of all instances therein.

[^2]
### 3.2. Label Ambiguity

In order to select an appropriate method dealing with the ambiguity, further assumptions about the generating process of the bags need to be made. We differentiate between three different scenarios that arise due to a different interpretation about the ambiguous labels of the instances in the positively labeled bags.

### 3.2.1. Instance Scenario

The Instance Scenario states that to all of the instances $x \in \mathcal{X}$ one can associate either a positive or a negative class label. In other words $y_{i}^{j} \in$ $\{-1,1\}, \forall i, j$. While for all instances in negative bags the label information is already specified, ambiguity remains about instances in the bags with a positive label. Those can be elements of both negative and positive class, the only further information available is that at least one of them comes from the positive class.

Further information about the structure of the problem may be available. For example it could be known that only a certain number of instances in each positive labeled bag are from the positive class, say only one, or not more than three.

## Example: Names to Faces

A practical example for this scenario is the problem of assigning names to faces in collection of user photographs. We aim to train a system that can identify a certain person in an image. Assume that for all photographs of a user a face detector retrieved all faces shown in the images. Providing the information whether or not a certain person is shown in a single photo or even a set of photos is of less effort than providing the exact one-to-one mapping of names to faces. Thus we are confronted with an assignment problem during training. If the user labeled a set of images as negative, that means he provided the information the person is not shown in any of them, we have full label information for all of the retrieved faces of these images. For positive labeled sets we simply know that some of the retrieved faces are of the person in question. Importantly, each single face can be assigned either to the positive or the negative class.

### 3.2.2. Witness Scenario

A second scenario is the following. Only some instances of a positive labeled bag can be assigned a positive label. All other points in that bag are neither from the positive nor the negative class. Here the instance labels take on values in the set $\{-1,1, ?\}$. The problem becomes the identification of a witness that
is the cause for the bag label. Once this instance has been identified, all other points should be ignored. The crucial difference to the instance assumption is that not all instances can be assigned to a class.

## Example: Visual Object Classification

The image classification problem shown in Figure 3.1 illustrates this scenario. Suppose we try to use such image data to construct a object classifier. As argued earlier we should interpret the label "Face" as the information of a face being present somewhere in the image. It is reasonable to assume that subwindows like (a),(b) or (c) are useful examples for this task, but it is unclear which of them to use for training or whether it is better to use all of them. Although the designer of the system has some idea about the object of interest, it is a-priori unclear how much context around the object is needed for a robust classification.
For subwindows like (d) and (e), those which show a part of the face, it is not sensible to make a decision whether a face is shown, these examples are neither in the background nor face class. The witness scenario deliberately avoids assigning labels to all subwindows in the image. However there may be more than a single witness per bag. For example in (input image) more than one face is shown. The image patch (f) that is taken from the lower left of (input image) also depicts a face.
For several image classification tasks it has observed that the context, e.g. the region around the object of interest, can provide discriminative information. In [Vio06] the problem of face detection in a video conferencing scenario is described. They face the problem of having only low resolution images where a head is less than 10 pixels wide and thus context is not only an additional source of information, but indeed crucial to detect faces reliably. We want to emphasize that the problem of choosing the correct amount of context is an inherent problem for any visual object classification system. Any user provided bounding box or segmentation is likely to be suboptimal. The ideal system should be capable of selecting the most discriminative bounding box itself, and also has the benefit of requiring an easier image labeling task.

### 3.2.3. (Sub)Set Scenario

The third scenario is that it is the collection of instances in a bag that constitutes a positive bag label. One can think of the bag as a collection of parts, where each part alone may be necessary but not sufficient for a positive bag label. Additionally, bags may include parts that are not relevant to the bag label at all. We refer to this specific problem as the Subset Scenario.

We make the following two observations. The subset scenario can be reduced to the standard witness scenario of form 3.2.2 in the following way. For each bag with a positive label an new bag is formed from the power set $X_{i}^{\prime}=2^{X_{i}}$ of


Figure 3.2.: Two images from the VOC-2007 dataset with a segmentation super-imposed. Each segment is regarded as a "superpixel" and described separately. It takes several superpixels to described the entire object. Note that for both images a subset of superpixels exists that is almost perfectly aligned with the object (plus its shadow).
all instances. With this transformation, one element of $X_{i}^{\prime}$ will be the witness of the positive label. However, since the superset of $X_{i}$ is of size $2^{m_{i}}$, this problem renders to be infeasible due to its high dimensionality.

Alternatively this problem could be regarded as a supervised classification task, but on "bag-level". Standard classification techniques can be reused to classify a bags directly, e.g. by deriving kernels for bags instead of comparing instances. Such an approach is proposed in [Gär02], where specific kernels for the MIL problem are developed. Other approaches of this category are the approaches of [Tao04, Che06a].

## Example: Visual Object Classification

As argued earlier visual object classification is inherently a multiple instance learning problem. Instead of searching for a single bounding box describing the entirety of an object we could also aim to describe it as its collection of parts. For example [Bur98] and later [Web00, Fer03] considered an object to be composed of parts and shape, where parts correspond to image patches and shape encodes geometry information. This representation is illustrated in Figure 3.2, where two images are shown with super-imposed segmentation obtained by normalized cuts [Shi00]. We refer to each segment as a superpixel of the image and regard a superpixel as the instance, while the image is the bag of superpixels. For both examples there exists a set of superpixel which almost perfectly covers the object. The label of the image (car and motorbike) only provides the information that a set of superpixels exists within the image whose union shows the object. No information is available which of the superpixels contains parts of the object, which yields a multiple instance problem with the
set scenario.

### 3.3. SVM for Multiple Instance Learning

In the following we will show a way to adapt support vector learning to the multiple instance learning problem. This requires the incorporation of the label ambiguity into the algorithm, and we present ways to do so for the instance and the witness scenario.

### 3.3.1. SVM for the Instance Scenario

In the instance scenario one is confronted with an assignment problem for instances in the positive labeled bags. The first one to introduce SVM classifiers to the MIL problem was [And03] who introduced the $m i-S V M$ that we will review in this section.

For each instance $x_{i}^{j} \in X_{i}$ in every training bag $X_{i}$ we introduce a discrete variable $y_{i}^{j} \in\{-1,1\}$ to serve as its label. The objective is to optimize over this new set of discrete variables jointly with the SVM parameters. The objective function of mi-SVM is

$$
\begin{align*}
\min _{f \in \mathcal{H},\left\{y_{i}^{j}\right\}} & \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} \sum_{j=1}^{m_{i}} L\left(y_{i}^{j}, f\left(x_{i}^{j}\right)\right)  \tag{3.5}\\
\text { sb.t. } & y_{i}^{j} \in\{-1,1\}, \quad \forall i=1, \ldots, n, j=1 \ldots, m_{i},  \tag{3.6}\\
& y_{i}^{j}=-1, \quad \forall i: Y_{i}=-1, j=1, \ldots, m_{i},  \tag{3.7}\\
& \sum_{j=1}^{m_{i}} \frac{y_{i}^{j}+1}{2} \geq 1, \quad \forall i: Y_{i}=1 . \tag{3.8}
\end{align*}
$$

Note that two constraints (3.8) and (3.7) ensure label consistency with the bag labels. Due to the presence of discrete variables $y_{i}^{j}$ this problem is an integer program. We will defer optimization strategies for this formulation to Section 3.4.

### 3.3.2. SVM for the Witness Scenario

Two SVM variants that are build for the witness scenario were originally proposed in [And03] and [Man05]. We begin with the MI-SVM formulation of [And03]. For positively labeled bag $X_{i}$ we introduce a binary vector $\mathbf{s}_{i}=\left(s_{i}^{1}, \ldots, s_{i}^{m_{i}}\right) \in\{0,1\}^{m_{i}}$ that encodes the selection of the witness in this bag. For bags with a negative label we fix $s_{i}^{j}=1, j=1, \ldots, m_{i}$ and require for positive labeled bags that only one witness is selected $\sum_{j=1}^{m_{i}} s_{i}^{j}=1$. The
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optimization problem is

$$
\begin{array}{ll}
\min _{f \in \mathcal{H}, \mathbf{s}} & \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} \sum_{j=1}^{m_{i}} s_{i}^{j} L\left(Y_{i}, f\left(x_{i}^{j}\right)\right) \\
\text { sb.t. } & s_{i}^{j} \in\{0,1\}, \quad \forall i: Y_{i}=1, j=1, \ldots, m_{i}, \\
& s_{i}^{j}=1, \quad \forall i: Y_{i}=-1, j=1, \ldots, m_{i}, \\
& \sum_{j=1}^{m_{i}} s_{i}^{j}=1 \quad \forall i: Y_{i}=1 . \tag{3.12}
\end{array}
$$

This problem is an integer program due to discrete variables s. A slightly different formulation was proposed in [Man05] under the name MICA,

$$
\begin{array}{r}
\min _{f \in \mathcal{H}, \nu} \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n}\left[\delta\left(Y_{i}=1\right) L\left(1, \sum_{j=1}^{m_{i}} \nu_{i}^{j} f\left(x_{i}^{j}\right)\right)\right. \\
+  \tag{3.14}\\
\left.+\left(Y_{i}=-1\right) \sum_{j=1}^{m_{i}} L\left(-1, f\left(x_{i}^{j}\right)\right)\right]
\end{array}
$$

$$
\begin{equation*}
\text { sb.t. } \quad \nu_{i} \in \Delta_{m_{i}} \quad i=1, \ldots, n \text {, } \tag{3.15}
\end{equation*}
$$

where we denote by $\Delta_{m}$ the $m$ dimensional simplex. MICA is not directly identifying a single witness in the bag but a convex combination of all points in a bag that acts as a witness. This removes the integer representation involved in the MI-SVM at the expense of adding bilinear constraints to the program.

The solutions of MICA and MI-SVM differ only in the following case. At the optimal solution consider the set $W_{i}$ of indices from instances in bag $X_{i}$ that incur minimum loss

$$
\begin{equation*}
W_{i}=\left\{\underset{i=1, \ldots, m_{i}}{\operatorname{argmin}} L\left(1, f\left(x_{i}^{j}\right)\right)\right\} . \tag{3.16}
\end{equation*}
$$

For all bags $X_{i}$ where there is only one such instance, i.e. $\left|W_{i}\right|=1$ the solutions to both formulations agree: $s_{i}^{j}=\nu_{i}^{j}, \forall j=1, \ldots, m_{i}$. Otherwise the objective value of (3.9), resp. (3.13) could be lowered by changing $s_{i}^{j}$, resp. $\nu_{i}^{j}$ to be 1 for $j \in W_{i}$. For the bags with $\left|W_{i}\right|>1$ multiple equally good solutions exist. Each of the elements $W_{i}$ can be chosen as a witness $s_{i}^{j}$ and likewise all $\nu_{i}$ with $\sum_{j \in W_{i}} \nu_{i}^{j}=1$ have the same objective value. Hence it is only for those bags that the solution of the two formulations differ and it depends on the algorithm used which among the possible solutions is found.

### 3.4. Optimization Strategies

Most formulations proposed for multiple instance learning share the problem of being combinatorial problems of the instance labels, including mi-SVM, MISVM and MICA. In this section we will describe the strategies proposed in the
original works which introduced the SVM formulations [And03, Man05] and devise a deterministic annealing algorithm to solve for better local optima of the problems.

### 3.4.1. Alternation Algorithm

Both the authors of the mi-SVM and MI-SVM [And03] and of MICA [Man05] propose iterative algorithms to solve their formulations.

## Solving the Instance SVM

The algorithm for solving the mi-SVM proposed in [And03] is summarized in Algorithm 1. First, the instance labels are initialized with their bag label. Now the following two steps are alternated until convergence. Using the current assignment an SVM is trained and the resulting function is used to classify all instances, thus determining their new values. If necessary, constraint (3.8) is enforced by switching labels of the least negative instances in a bag for which the constraint is violated.

This alternating algorithm was shown in [Che06c] to be an instance of a Convex-Concave-Procedure [Yui02, An05] and thus is guaranteed to monotonically decrease the objective function and converge to a local minima.

```
Algorithm 1 Alternation for mi-SVM
Input: Training data \(\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1, \ldots, n}\), Regularization parameter \(C>0\)
Output: Local optimum \((f, \mathbf{y})\)
    \(y_{i}^{j} \leftarrow Y_{i} \forall i=1, \ldots, n, j=1, \ldots, m_{i}\).
    while The assignments \(\left\{y_{i}^{j}\right\}\) changed do
        \(f \leftarrow\) SVM solution using labels \(\left\{y_{i}^{j}\right\}\).
        \(y_{i}^{j} \leftarrow \operatorname{sign} f\left(x_{i}^{j}\right), \forall i: Y_{i}=1, j=1, \ldots, m_{i}\)
        if constraint (3.8) violated then
            \(j_{i}^{\prime} \leftarrow \operatorname{argmax}_{j=1, \ldots, m_{i}} f\left(x_{i}^{j}\right), i: Y_{i}=1\)
            \(y_{i}^{j_{i}^{\prime}} \leftarrow 1\)
        end if
    end while
    return \(f, \mathbf{y}\)
```

This optimization procedure initializes instance labels to be identical to the bag label. We observed that for each iteration of this algorithm only few labels are changed and the algorithm is biased toward solutions with a large number of positive labeled points.

## Solving the Witness SVM

The suggested procedure to solve the MICA and MI-SVM is analogue to the algorithm described above. For both MICA and MI-SVM the algorithm is initialized using the mean of the instances in positive labeled bags as witnesses of the bags. Subsequently the training of an SVM is alternated with the search for the new witness. In the case of MI-SVM the instance with maximal function value $f\left(x_{i}^{j}\right)$ is chosen and for MICA a linear program has to be solved to obtain the new values of $\left\{\nu_{i}^{j}\right\}$.

### 3.4.2. Deterministic Annealing

Deterministic annealing, e.g. [Ros98], is a special case of a homotopy method and may be applied in a more general context than introduced here. Suppose one is confronted with a non-convex optimization problem of the form

$$
\begin{equation*}
\mathbf{y}^{*}=\underset{\mathbf{y} \in\{0,1\}^{n}}{\operatorname{argmin}} F(\mathbf{y}) . \tag{3.17}
\end{equation*}
$$

Deterministic annealing finds a local minimum of this function as follows. The discrete variables $\mathbf{y}$ are regarded as random binary variables with a probability distributions from a space $\mathcal{P}$. Instead of solving the optimization problem directly one searches for a distribution $p \in \mathcal{P}$ which minimizes the expected value of $F$. By doing so, the optimization problem becomes continuous but is not easier to solve. Therefore, an additional convex term is added to the objective function: the entropy $\mathcal{S}$ of the distribution. The new problem becomes

$$
\begin{equation*}
p^{*}=\underset{p \in \mathcal{P}}{\operatorname{argmin}} E_{p}(F(\mathbf{y}))-T \mathcal{S}(p) . \tag{3.18}
\end{equation*}
$$

The parameter $T$ controls the trade-off between the expectation and the entropy and is called the temperature of the problem.
As a first observation, note that the function $F$ always has a (not necessarily unique) global minimum due to the finiteness of the possible parameters $\mathbf{y} \in$ $\{0,1\}^{n}$. For $T=0$ and $\mathcal{P}$ including all point-mass distributions over $\{0,1\}^{n}$ the global minimizer $p^{*}$ of the problem above will put all of its probability mass on the global minimizers of $F$. Thus the new formulation preserves the optimality of the original problem. If on the other hand $T \gg 0$ the entropy term in (3.18) dominates the objective function and the problem will be solved easily thanks to convexity.
A solution to (3.18) is found by solving a sequence of problems for values of $T_{0}>T_{1}>\ldots>T_{\infty}=0$, each of which is initialized at the solution obtained by the previous one. This sequence of temperatures is referred to as the annealing schedule. As $T$ approaches zero, the influence of the entropy term vanishes and the distribution will become more concentrated on a local minimum of $E_{p}[F]$. In this case we can identify the discrete variables $\mathbf{y}$ from $p^{*}$.

However, there is no guarantee for global optimality because there might not be a path connecting the local minimizers for the chosen annealing schedule to the global optimum of $F$.

### 3.4.3. Deterministic Annealing for Instance-SVM

The goal of the instance scenario based mi-SVM is to infer all missing labels of the instances in positive labeled bags. Following the deterministic annealing principle, we will regard the label $y_{i}^{j}$ of a instance $x_{i}^{j} \in X_{i}$ from a positive labeled bag $Y_{i}=1$ as a binary random variable.

In principle our space of distributions $\mathcal{P}$ could consist of all possible distributions over $y_{i}^{j}$. For simplicity we use as search space $\mathcal{P}$ the space of all factorial distributions that can be written as

$$
\begin{equation*}
P(\mathbf{y})=\prod_{i=1}^{n} \prod_{j=1}^{m_{i}} P\left(y_{i}^{j}\right) \tag{3.19}
\end{equation*}
$$

This class does include distributions which assign a non-zero probability to configurations of instance labels that violate constraint (3.8). However this fact does not pose a problem, if we can assure that at the last step of the deterministic annealing algorithm a distribution is reached which ensures consistency with the constraint. In other words, the final distribution $\mathbf{p}$ must concentrate its mass on a valid distribution $\mathbf{y}$ of label assignments but the path taken to this optimum does not need to satisfy consistency.
With $p_{i}^{j}$ we denote the probability $P\left(y_{i}^{j}=1\right)$ and consequently we have $P\left(y_{i}^{j}=-1\right)=\left(1-p_{i}^{j}\right)$. One can think of the value of $p_{i}^{j}$ as the belief that the instance $x_{i}^{j}$ belongs to the positive (instance) class. To simplify the notation we will introduce but fix $p_{i}^{j}=0$ for all instances from negative labeled bags. The entropy of the distribution (3.19) is

$$
\begin{equation*}
\mathcal{S}(\mathbf{p})=\sum_{i=1}^{n} \sum_{j=1}^{m_{i}}\left(p_{i}^{j} \log p_{i}^{j}+\left(1-p_{i}^{j}\right) \log \left(1-p_{i}^{j}\right)\right) . \tag{3.20}
\end{equation*}
$$

In summary, we use all factorial distribution (3.19), apply the substitution (3.18) to (3.5), and add the entropy term (3.20) to arrive at the minimization
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program

$$
\begin{array}{ll}
\min _{p, f \in \mathcal{H}} & \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} \sum_{j=1}^{m_{i}}\left[p_{i}^{j} L\left(1, f\left(x_{i}^{j}\right)\right)\right. \\
& \left.+\left(1-p_{i}^{j}\right) L\left(-1, f\left(x_{i}^{j}\right)\right)\right] \\
& +T \mathcal{S}(\mathbf{p}) \\
\text { sb.t. } & \sum_{j=1}^{m_{i}} p_{i}^{j} \geq 1, \quad i=1, \ldots, n, \\
& 0 \leq p_{i}^{j} \leq 1, \quad i=1, \ldots, n, j=1, \ldots, m_{i} \tag{3.24}
\end{array}
$$

## Iteratively solving (3.21)

The problem (3.21) needs to be solved for a sequence of decreasing temperatures $T$. First we need to check whether the optimum point of this program is a valid assignment of the instance labels. To see that this is the case, we note that in the case of zero temperature $T=0$ the entropy term vanishes. For each instance $x_{i}^{j}$ the objective function is minimized by setting

$$
p_{i}^{j}=\left\{\begin{array}{ll}
1 & L\left(-1, f\left(x_{i}^{j}\right)\right)>L\left(1, f\left(x_{i}^{j}\right)\right)  \tag{3.26}\\
0 & L\left(-1, f\left(x_{i}^{j}\right)\right)<L\left(1, f\left(x_{i}^{j}\right)\right)
\end{array} .\right.
$$

If with this choice constraint (3.23) is violated, the minimal objective is achieved by setting $p_{i}^{j}=1$ for the instance with minimal loss $L\left(1, f\left(x_{i}^{j}\right)\right)$. Thus an optimal point is achieved for a distribution $\mathbf{p}$ that takes on only values 0 or 1.

For each new temperature $T$ we start a search for the optimum solution using the previously found point $(f, \mathbf{p})$ and alternate between the updates of $f$ and $\mathbf{p}$ until we converge to the next local minimum. For fixed $\mathbf{p}$ the classification function $f$ can be found using any SVM solver. A simple way to do so is to duplicate the instances from the positive labeled bags (one with a positive label and one with a negative) and use two different costs for each instance, namely $C p_{i}^{j}$ and $C\left(1-p_{i}^{j}\right)$.

The optimal value of $\mathbf{p}$ can be found analytically for each new $f$. This can be seen as follows. Let $d_{i}^{j}$ denote the difference of positive and negative loss for instance $x_{i}^{j}$

$$
\begin{equation*}
d_{i}^{j}=L\left(1, f\left(x_{i}^{j}\right)\right)-L\left(-1, f\left(x_{i}^{j}\right)\right) . \tag{3.27}
\end{equation*}
$$

Since only parameters within one bag are coupled, one can optimize for each bag separately. We denote the parameters in bag $i$ with $\mathbf{p}_{i}$ and write the

Lagrangian with respect to this parameter

$$
\begin{align*}
\mathcal{L}\left(\mathbf{p}_{i}, \lambda_{i}\right)= & C \sum_{j=1}^{m_{i}} p_{i}^{j} d_{i}^{j}  \tag{3.28}\\
& +T \sum_{j=1}^{m_{i}}\left(p_{i}^{j} \log p_{i}^{j}+\left(1-p_{i}^{j}\right) \log \left(1-p_{i}^{j}\right)\right)  \tag{3.29}\\
& +\lambda_{i}\left(\sum_{j=1}^{m_{i}} p_{i}^{j}-1\right) \tag{3.30}
\end{align*}
$$

Taking the derivative w.r.t. $p_{i}^{j}$ and equating to zero yields the following expression for the optimal value

$$
\begin{equation*}
p_{i}^{j}\left(\lambda_{i}\right)=\sigma\left(\frac{-C d_{i}^{j}+\lambda_{i}}{T}\right) \tag{3.31}
\end{equation*}
$$

where $\sigma(t)=(1+\exp (-t))^{-1}$ denotes the sigmoid function. We wrote $p\left(\lambda_{i}\right)$ to make explicit the dependency of the solution on the Lagrange multiplier. Since $\sigma(t) \in(0,1)$, the solution always satisfies $0 \leq p_{i}^{j} \leq 1$.

To solve for $p_{i}^{j}$ one checks whether

$$
\begin{equation*}
\sum_{j=1}^{m_{i}} p_{i}^{j}(0) \geq 1 \tag{3.32}
\end{equation*}
$$

in which case the constraint is satisfied and thus the Lagrange multiplier $\lambda_{i}=0$. Otherwise we know that the constraint will be tight, that is $\sum_{j=1}^{m_{i}} p_{i}^{j}\left(\lambda_{i}\right)=1$ which implies

$$
\begin{equation*}
p_{i}^{j}=\frac{\sigma\left(-\frac{C}{T} d_{i}^{j}\right)}{\sum_{j^{\prime}=1}^{m_{i}} \sigma\left(-\frac{C}{T} d_{i}^{j^{\prime}}\right)} \tag{3.33}
\end{equation*}
$$

The computation of $\mathbf{p}$ given the SVM parameters can thus be done very efficiently and only incurs marginal costs compared to the quadratic programs one has to solve at each iteration.

The quadratic program can be initialized with the solution from the previous iteration to speed up convergence. In our implementation we use Newton optimization [Cha07] which most often only requires one additional step to converge to a new solution after updating $\mathbf{p}$.

In order to start with an easy convex program we have to choose $T_{0}$ to ensure that we start with high entropy distributions. We found that choosing $T_{0}=10 C$ is sufficient to ensure a high entropy and thus $p_{i}^{j} \approx 0.5$ for all experiments. The final algorithm AL-SVM for solving (3.21) is summarized in Algorithm 2.

```
Algorithm 2 Deterministic Annealing for identifying all Labels (AL-SVM)
Input: Training data \(\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1, \ldots, n}\), Regularization parameter \(C>0\)
Output: Local optimum \((f, \mathbf{y})\)
    Set \(p_{i}^{j} \leftarrow\left\{\begin{array}{ll}\frac{1}{2} & \text { if } Y_{i}=1 \\ 0 & \text { otherwise }\end{array}\right.\).
    Set \(T \leftarrow 10 C\) \{relatively high temperature \}
    while \(\mathcal{S}(p)>\epsilon\) do
        while \(\mathbf{p}\) changed do
            \(f \leftarrow\) SVM solution using instances with cost \(C p_{i}^{j}\) and \(C\left(1-p_{i}^{j}\right)\)
            \(\mathbf{p} \leftarrow\) solve using Eq.(3.31)+(3.33)
        end while
        \(T \leftarrow T / 1.5\) \{annealing schedule\}
    end while
    \(\mathrm{y} \leftarrow \mathrm{p}\)
    return \(f, \mathbf{y}\)
```

The alternating algorithm of Section 3.4.1 is equivalent to the deterministic annealing algorithm if we initialize $p_{i}^{j}=\left(Y_{i}+1\right) / 2, j=1, \ldots, m_{i}$, and start the annealing schedule with $T_{0} \approx 0$. In the experiments we use $T_{0}=10^{-8}$ to emulate his case.

### 3.4.4. Deterministic Annealing for Witness-SVM

We will now show how to use deterministic annealing for the SVMs implementing the witness scenario. Again only variables within one bag are coupled and we introduce a multinomial distribution for bag $X_{i}: \mathbf{p}_{i}=\left(p_{i}^{1}, \ldots, p_{i}^{m_{i}}\right)$ with $\sum_{j=1}^{m_{i}} p_{i}^{j}=1$. The value $p_{i}^{j}$ is the probability that the instance $j$ in bag $i$ is the witness of the bag label. For negative labeled bags we set $p_{i}^{j}=1$, effectively treating them as bags with a single instance, and keep these values fixed. The entropy of this distribution is

$$
\begin{equation*}
\mathcal{S}\left(\mathbf{p}_{i}\right)=\sum_{j=1}^{m_{i}} p_{i}^{j} \log p_{i}^{j} . \tag{3.34}
\end{equation*}
$$

Applying the deterministic annealing principle to the objective function (3.9) we arrive at the following problem

$$
\begin{array}{cl}
\min _{\mathbf{p}, f \in \mathcal{H}} & \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} \sum_{j=1}^{m_{i}} p_{i}^{j} L\left(Y_{i}, f\left(x_{i}^{j}\right)\right)+T \sum_{i=1}^{n} \mathcal{S}\left(\mathbf{p}_{i}\right) \\
\text { sb.t. } & \sum_{i=1}^{m_{i}} p_{i}^{j}=1, \quad \forall i: Y_{i}=1, \\
& 0 \leq p_{i}^{j} \leq 1 \quad i=1, \ldots, n, j=1, \ldots, m_{i} . \tag{3.37}
\end{array}
$$

For each temperature $T$ we solve iteratively by updating $f$ and $\mathbf{p}$ to find the next local minimum. The search for $f$ reduces to a SVM problem with cost $C p_{i}^{j}$ for instance $x_{i}^{j}$.

For a given $f$ we find the update rule for $\mathbf{p}$ again by writing the Lagrangian and equating to zero (see Eq. (3.28))

$$
\begin{equation*}
p_{i}^{j}=\frac{\exp \left(-\frac{C}{T} L\left(Y_{i}, f\left(x_{i}^{j}\right)\right)\right.}{\sum_{j^{\prime}=1}^{m_{i}} \exp \left(-\frac{C}{T} L\left(Y_{i}, f\left(x_{i}^{j^{\prime}}\right)\right)\right.}, \tag{3.38}
\end{equation*}
$$

Again the updates of $p_{i}^{j}$ can be computed with only little additional cost.
A high value of $T$ enforces high entropy distributions and in this regime $p_{i}^{j} \approx 1 / m_{i}$. The lower the value of $T$ the more concentrated the distributions will become and thus $p_{i}^{j}$ will be concentrated on instances which incur low cost. In the extreme $T \rightarrow 0$ only points with $L\left(Y_{i}, f\left(x_{i}^{j}\right)\right)=0$ will have $p_{i}^{j}>0$, or if all points in a bag have a positive cost the one with the least positive output will be chosen as the witness of the bag label.

The latter case for $T=0$ is exactly the same solution found by the alternation algorithm proposed for MICA. This is seen by identifying $p_{i}^{j}=\nu_{i}^{j}$. We are optimizing the same objective using deterministic annealing rather than the alternating algorithm proposed in [Man05] and described in Section 3.4.1. In the case of several equally good solutions for MICA the entropy term determines the choice of the convex combinations, namely those concentrated on one point only. Therefore the set of optimal points of MICA and MI-SVM are identical.

Again $T_{0}=10 C$ was used as a starting value for the temperature. The complete algorithm is summarized in Algorithm 3.

### 3.5. Experiments: Two dimensional toy dataset

To compare the differences between the algorithm from [And03, Man05] and the annealing algorithm, we conducted an experiment using synthetic 2D data. In this way we control the fraction of instances with a positive label in the positive labeled bags and therefore test the results for instance as well as for bag accuracy. In the typical MIL scenario the assessment of the accuracy obtained on individual instances is impossible due to the ambiguity of the label information.

## Experimental Setup

Ten different datasets were created by varying the fraction of positive labeled points per bag over $f=0.1,0.2, \ldots, 1$. A bag was generated in the following way. The label $Y_{i}$ and the size $m_{i}$ were sampled uniform at random from

```
Algorithm 3 Deterministic Annealing for identifying the Witness (AW-SVM)
Input: Training data \(\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1, \ldots, n}\), Regularization parameter \(C>0\)
Output: Local optimum \(f, \mathbf{y}\)
    Set \(p_{i}^{j} \leftarrow \begin{cases}\frac{1}{m_{i}} & \text { if } Y_{i}=1 \\ 1 & \text { if } Y_{i}=-1\end{cases}\)
    Initialize \(T \leftarrow 10 C\)
    while \(\mathbf{p}\) changed in the inner loop do
        while p changed do
            \(f \leftarrow\) SVM solution using cost \(C p_{i}^{j}\) for instance \(x_{i}^{j}\)
            \(\mathbf{p} \leftarrow\) update according to Eq. (3.38)
        end while
        \(T \leftarrow T / 1.5\) \{annealing schedule\}
    end while
    \(y_{i}^{j} \leftarrow 1\) for all \(p_{i}^{j}>\epsilon\) and \(Y_{i}=1\)
    \(f \leftarrow\) SVM solution using \(\mathbf{y}\)
    return \(f, \mathbf{y}\)
```

$\{-1,1\}$ and $\{1,2, \ldots, 10\}$ respectively. If the bag label is negative we sampled $m_{i}$ instances uniformly from the black region (negative class) in the leftmost picture in Figure 3.3(a). A positive labeled bag consists of $\left\lceil\mathrm{fm}_{i}\right\rceil$ points sampled uniformly from the white region (positive class) and the remaining $\left\lfloor(1-f) m_{i}\right\rfloor$ points from the negative class. For each fraction $f$ we sampled 30 training and 100 test bags.

The hyperparameters were fixed to $C=100$ and we used a Gaussian kernel with bandwidth $\sigma=1$. With this data we trained the AL-SVM and AW-SVM with two different starting temperatures, $T=10^{-8}$ and $T=10 \mathrm{C} .{ }^{2}$

## Results and Discussion

The averaged results over 50 independent runs are shown in the Figure 3.3(b)+(c).
The experiments reveal an important property of the algorithms. The first observation is, that the formulation implementing the witness scenario performs equally well whether or not the deterministic annealing algorithm is used. For this dataset both methods seem not to be prone to local minima. Due to the simple structure of the toy dataset it is more or less irrelevant which instances are identified as the witness of positive labeled bags. As the ambiguity decreases $(f \rightarrow 1)$, the bag accuracy increases while the instance accuracy decreases. A decision surface is shown in Figure 3.3(d). The number of positive instances is underestimated but all bags are correctly identified.

For the instance SVMs we observe the following. With only a low number

[^3]

Figure 3.3.: A 2D toy dataset. (a) distribution of instance labels, instances in the white region are labeled positive, instances of the black region negative. (b) + (c) error rates for a varying number of positive labeled instances per positive bag. In (d)-(f) three different decision functions of AW-SVM (d) and AL-SVM (e)+(f) are shown. The dark area corresponds to the support of the negative class.
of true positive instances $(f \rightarrow 0)$ the mi-SVM yields very high error rates on both bag- as well as instance-level. This is due to the fact that the initialization (setting all instances of positive labeled bags to the positive class) creates a bias towards solutions of a high number of instance labels. A decision function is plotted in (e) and it can be seen that too many instances are classified to be positive (white region). Using the annealing algorithm the opposite effect appears, too few instances are labeled positive. This is illustrated in Figure 3.3 (f) where the dark region is dominant.

We conclude that both algorithms to solve the SVM implementing the instance scenario come with a problem: the annealing scheme underestimates the number of positive points, whereas the simple alternating steps overestimate this number.

### 3.6. A new objective function - ALP-SVM

The findings in the previous section raise the question of whether the objective function of the mi-SVM Eq.(3.5) is suited for the MIL problem at all. The problem of underestimating the number of positive labeled instances motivates the following extension of the objective function. We include a term in the objective function which penalizes a deviation from a pre-specified number of positive points

$$
\begin{align*}
\min _{f \in \mathcal{H},\left\{y_{i}^{j}\right\}} & \frac{1}{2}\|f\|_{\mathcal{H}}^{2}+C \sum_{i=1}^{n} \sum_{j=1}^{m_{i}} L\left(y_{i}^{j}, f\left(x_{i}^{j}\right)\right)  \tag{3.39}\\
& +D \sum_{i=1}^{n}\left(\sum_{j=1}^{m_{i}} \frac{y_{i}^{j}+1}{2}-m_{i} p_{i}^{*}\right)^{2}  \tag{3.40}\\
\text { sb.t. } & y_{i}^{j} \in\{-1,1\},  \tag{3.41}\\
& y_{i}^{j}=-1, \quad \forall i: Y_{i}=-1,  \tag{3.42}\\
& \sum_{j=1}^{m_{i}} \frac{y_{i}^{j}+1}{2} \geq 1, \quad \forall i: Y_{i}=1 . \tag{3.43}
\end{align*}
$$

The difference to the mi-SVM formulation is the additional term (3.40). A new hyperparameter $p_{i}^{*}$ can be used to control the expected number of positive labeled points per bag. Assignments $\left\{y_{i}^{1}, \ldots, y_{i}^{m_{i}}\right\}$ that deviate from this fraction are penalized. For bags with a negative bag label we set $p_{i}^{*}=0$ because we know that there are no positive labeled points in these bags. This way an over- and underestimation of the fraction of positive labeled points per bag can be avoided, similar to a balancing constraint in semi-supervised learning. A balancing constraint ensures that the fraction of positive to negative labeled points estimated on the unlabeled point set is the same as that from the labeled training examples. In semi-supervised learning this quantity can be estimated from the training set. This is not possible in a MIL scenario, where there is ambiguity of the data and therefore no obvious way of how to choose this value.

The value for $p_{i}^{*}$ can either be prefixed due to prior knowledge or be left open as a hyperparameter estimated via cross validation. As the number of parameters to be estimated scales with the number of positive bags we will simplify by setting $p_{i}^{*}=p_{j}^{*} \forall i, j: Y_{i}=Y_{j}$.

The objective function (3.39) can be optimized using the deterministic annealing algorithm with the only difference to (3.21) being the addition of the term

$$
\begin{equation*}
D \sum_{i=1}^{n}\left(\sum_{j=1}^{m_{i}} p_{i}^{j}-m_{i} p_{i}^{*}\right)^{2} . \tag{3.44}
\end{equation*}
$$

| Name | \#Bags+ | \#Bags- | \#Inst+ | \#Inst- | dim |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Corel | 100 | 100 | 651 | 660 | 143 |
| Musk1 | 47 | 45 | 207 | 269 | 166 |
| Musk2 | 39 | 63 | 1017 | 5581 | 166 |

Table 3.1.: Statistics of the benchmark datasets: number of positive labeled bags \#Bags+, negative labeled bags \#Bags-, points in positive bags (average) \#Inst+ and points in negative bags \#Inst- and the dimension of the dataset

This changes the update rule for $\mathbf{p}$. Again the parameters can be optimized for each bag independently. For a fixed function $f$ we solve (3.39) using the conjugate gradient method ${ }^{3}$ while ignoring constraint (3.23). If a solution does not satisfy (3.23), i.e. is outside the feasible region of ALP-SVM we know that a solution of the constraint problem will lie on the simplex $\sum_{j=1}^{m_{i}} p_{i}^{j}=1$. In this case (3.44) is simply a constant and thus the solution is the same as for the AL-SVM.

To solve problem (3.39) one can use Algorithm (2) with the additional parameters $D, p^{*}$ and the new update rule of $\mathbf{p}$ in step 6 .

### 3.7. Experiments: Benchmark MIL datasets

For a comparison of the proposed algorithms to those published in the literature and especially the SVM programs described above we conducted experiments on some benchmark datasets for the MIL problem. We used the MUSK and the COREL datasets (Elephant, Fox, Tiger) introduced in [And03]. ${ }^{4}$ Statistics of these datasets are shown in Table 3.1.

## Experimental Setup

Again in a first set of experiments we compare deterministic annealing to the alternation algorithm. We used $T=10^{-8}$ and initialized all instance labels to their corresponding bag label to emulate the alternating algorithm.

The results published in [And03, Man05] were obtained using different regularization functions $\Omega$. To unify the presentation and to enable a comparison between algorithms not design choices we use the formulation (2.44), i.e. $\Omega(x)=x$ and the quadratic loss for the annealing algorithm.

A Gaussian kernel with the bandwidth set to the median of the pairwise instance distances denoted by $\sigma_{\text {emp }}$ is used for the first set of experiments.

[^4]|  | AL-SVM, T=0 |  | AL-SVM, T=10C |  | ALP-SVM, T=10C |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | err | $\hat{p}$ | err | $\hat{p}$ | err | $\hat{p}$ |
| Musk1 | $\mathbf{1 4 . 3}$ | $100 \%$ | 20.6 | $38 \%$ | $\mathbf{1 4 . 3}$ | $99 \%$ |
| Elephant | 24.0 | $91 \%$ | 30.5 | $14 \%$ | $\mathbf{1 6 . 5}$ | $58 \%$ |
| Fox | 43.5 | $60 \%$ | 38.5 | $16 \%$ | $\mathbf{3 5 . 0}$ | $72 \%$ |
| Tiger | 25.0 | $79 \%$ | 30.5 | $19 \%$ | $\mathbf{1 4 . 0}$ | $60 \%$ |

Table 3.2.: Results on several benchmark datasets. Standard deviation of the 10x fold cross validation error is usually around $3.5 \%$. Also shown is the averaged error (err) and the fraction of instances per bag $\hat{p}$ that are assigned positive labels.

The remaining hyperparameters were optimized using 10 fold cross validation. We searched over the grid $C \in\{1,10\}, D \in\{1,10\}$ and $p^{*} \in\{0.1, .0 .2, \ldots, 1\}$.

## Results and Discussion

Results are shown in Table 3.2. In addition to the cross validation error we also report the average fraction of estimated positive instances in a positive bag $\hat{p}$. For this quantity there is no ground-truth value available, since labels are only given for bags. On all dataset we observe the same behavior as in the 2D toy example. Setting $T=0$ leads to high values of $\hat{p}$ while using the annealing algorithm $T=10 C$ yields to a low value of positive labeled instances $\hat{p}$. The ALP-SVM penalizes deviation from the pre-specified fraction $p^{*}$ and therefore overcomes this problem by finding solutions which lie "in between". Using the new objective function we obtain better results on all COREL datasets. For the MUSK1 dataset there was no better solution found than setting all instance labels positive, a solution also found by the ALP-SVM.

A final set of experiments was done on all the datasets described above as well as on MUSK2. We used the same grid of hyperparameters as in the initial experiments but now also varied the width of the kernel bandwidth in the interval $\sigma \in\left\{\sigma_{e m p}, 2 \sigma_{e m p}, 0.5 \sigma_{e m p}\right\}$. Best performance was almost always attained using $\sigma_{e m p}$.

The final results together with those reported in [Zha02, Man05, And03] are shown in Table 3.3. Note that the results obtained using MICA,MI-SVM and AW-SVM on the one and mi-SVM and AL-SVM on the other hand despite their similarity vary quite a bit. We therefore suspect that the datasets are very sensitive to model selection.

The experiments show that deterministic annealing does not help for the formulations identifying the witness. For the MUSK datasets it even worsens the performance. However we have to emphasize that using deterministic annealing one always achieves a lower value of the objective function (numbers

|  | EM-DD | MI-SVM | MICA | AW-SVM | mi-SVM | AL-SVM |  | ALP-SVM |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MUSK1 | 15.2 | 22.1 | 15.6 | 14.3 | 20.6 | $\mathbf{1 2 . 6}$ | 14.3 | 20.6 | 13.7 | $\hat{p}=1$ |
| MUSK2 | 15.1 | 15.7 | $\mathbf{9 . 5}$ | 16.2 | 20.8 | 16.4 | 17.4 | 13.8 | 13.8 | $\hat{p}=0.28$ |
| Elephant | 21.7 | 18.6 | 17.5 | 18.0 | 19.0 | 17.8 | 20.5 | 29.0 | $\mathbf{1 6 . 5}$ | $\hat{p}=0.58$ |
| Fox | 43.9 | 42.2 | 38.0 | 36.5 | 37.0 | 41.8 | 36.5 | 37.0 | $\mathbf{3 4 . 0}$ | $\hat{p}=0.71$ |
| Tiger | 27.9 | 16.0 | 18.0 | 17.0 | 17.0 | 21.6 | 21.5 | 28.0 | $\mathbf{1 4 . 0}$ | $\hat{p}=0.6$ |

Table 3.3.: Results on several benchmark datasets. Left column in AW-SVM and AL-SVM are results obtained with $T_{0}=10^{-8} \approx 0$, whereas the right column states the result for $T=10 C$. The standard deviation of the 10 x fold error is usually around $3.5 \%$ for our experiments. The published result for MICA was obtained using a $\ell_{1}$ penalization of the SVM parameters.
not reported here). The fact that a better local minimum does not translate into better performance, indicates that the objective function is inadequate or that the correct identification of the witness is not important to classify the bag correctly.

The results of the ALP-SVM are promising. Using this formulation the under/overestimation of $\hat{p}$ is overcome and a better local minima of the objective function also yields a better classification performance. In the direct comparison with an annealed and non-annealed AL-SVM the cross validation error is lower on all datasets. As the results using the ALP-SVM are better than those from AW-SVM,MI-SVM and MICA (except MUSK2) it seems that the latter methods make inefficient use of the available information by using only one point per bag for building the decision function.

### 3.8. Conclusion

In this chapter we presented the multiple instance learning problem as a way to learn from data with label ambiguity. We presented a number of image classification problems that are naturally cast as a MIL problem. We argued that the term multiple instance learning does not refer to a single well defined scenario, but according to additional assumptions on the problem at hand can result to three different settings.

The use of support vector machines for MIL has been proposed before [And03, Man05] and in this chapter we derived a deterministic annealing algorithm for these formulations. This algorithm consistently finds better local minima of the objective functions. Furthermore we reported results which led to the conclusion that the algorithm of the mi-SVM as presented in [And03] is only applicable for problems with very little ambiguity. The deterministic annealing
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algorithm for the instance SVMs comes with the problem of under-estimating the number of positive labeled points. These behaviors render both algorithms inapplicable for a general class of datasets.

The formulation ALP-SVM introduced in this chapter overcomes this problem. This extension of the mi-SVM objective function opens up the possibility to encode prior knowledge about the dataset in a principled way. The deterministic annealing algorithm can be used to optimize the new objective function with similar computational cost as the AL-SVM. This new formulation achieved the best published results on the COREL datasets.

## 4. Learning the Kernel Function

In the previous chapters we introduced the concept of learning with kernels and presented some of the most prominent kernel learning algorithms. One of the main advantages of these algorithms is that they can be used with any positive definite kernel function. The choice of the kernel largely influences the performance of the algorithm, and it is imperative to choose a suitable kernel for a given learning task. Therefore the following question arises naturally and is central to the use of kernel learning algorithms For a given task, what is the best kernel function to choose? This is exactly the question we will discuss in this chapter.

The question about an appropriate kernel is amongst the most important ones for kernel learning algorithms and has consequently received much attention ever since these algorithms have been applied, e.g. [Cha02, Bou03, Cra03, Cri02, Lan04, Gra03]. In this chapter we will review some of the approaches which have been taken and in particular introduce the multiple kernel learning (MKL) framework for supervised learning in which the kernel function is optimized over during the training phase of the algorithm. During training for MKL a linear combination of so-called proposal kernels is sought which yields the final kernel of the SVM classifier.

The main contribution of this chapter is the generalization of MKL to the infinite case. This will allow us to design algorithms which can choose a kernel function automatically from very general classes of kernels, e.g. all Gaussian kernels with positive definite covariance matrices and all convex combinations thereof. There are several advantages of our approach, namely ease-of-use, interpretability, and the possibility to discover structure in the data which may otherwise be unknown to the user. A similar generalization was independently derived in [Arg06, Özö08]. An empirical evaluation of the methods introduced here is presented in Chapter 5.

### 4.1. Parameter Selection for SVM

There are two ingredients that have to be specified prior to SVM training: the strength of regularization and the function space to search over. In the formulation we have presented in Section 2.3.1 the amount of regularization is controlled by the scalar variable $C \in \mathbb{R}_{+}$. The second ingredient is the space of
admissible functions $\mathcal{H}$, and as already discussed in Chapter 2, it is implicitly defined through the choice of a positive definite kernel $k(\cdot, \cdot ; \theta)$. The problem of parameter selection for support vector machines thus amounts to finding appropriate choices $C$ and $\theta$. Since with $\theta$ we define both the type and the parameters of the kernel, e.g. Gaussian and its width, we will speak of the problem of kernel selection and parameter selection interchangeably.

Ideally the parameters $\theta$ and $C$ are chosen such that the resulting classification function yields a low generalization error. Since in training we usually are given a finite set of samples, the generalization error has to be estimated and parameters have to be set according to these estimates.

### 4.1.1. Cross Validation

The technique of cross validation (CV) is arguably the most common way to select hyper-parameters in model selection [Koh95]. In $N$-fold cross validation the available data $\mathcal{S}=\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$ is partitioned into $N$ disjoint sets $\mathcal{S}_{1}, \ldots, \mathcal{S}_{N}$ of approximately equal size, also called validation sets. The model is then trained $N$ times, each time using the remaining data $\mathcal{S} \backslash \mathcal{S}_{k}$ as training data and measuring the performance on the corresponding validation set $\mathcal{S}_{k}$. The cross validation estimate is the mean of the performances on all validation sets. If each set $\mathcal{S}_{k}$ is of size $n^{\prime}$, then the cross validation estimate is an unbiased estimator of the expected performance of the model trained with $n-n^{\prime}$ training examples. In the limit one can choose $N=n$, in which case one also speaks of the leave-one-out-estimate. The collection of predictions on the validation sets are referred to as the cross validation scores.

The main problem of the cross validation technique is the necessity of retraining the model $N$ times for each possible parameter. For models which are expensive to train this might already pose a serious problem. This situation becomes even worse if models are parameterized by a number of parameters since exploring combinations is often impractical. The number of training procedures involved scales exponentially with the numbers of parameters to be set. Consider the case of a model with three free parameters. If for each parameter there are ten possible values, one already has to compare $10^{3}$ models, each of which needs to be trained $N$ times in order to estimate its cross validation error.

### 4.2. Multiple Kernel Learning

In multiple kernel learning one follows a different route to select kernel parameters for SVM classifiers. Two main ideas have lead to this development [Lan04]. The first idea is to parameterize the kernel function as a linear combination of positive definite kernels. The kernel parameters to be chosen are the mixing
coefficients of this linear combination rather than the kernel parameters itself. Secondly, the coefficients of this linear combination are optimized over during the training phase of the algorithm using an extended version of the SVM objective function.

Assume for a given problem one already has available a finite set of kernels

$$
\begin{equation*}
k(\cdot, \cdot ; \theta), \quad \theta \in \Theta \tag{4.1}
\end{equation*}
$$

to choose from. Instead of selecting exactly one kernel among them using some scoring function like the cross validation estimate, one rather introduces a more general kernel, parameterized in the following way

$$
\begin{equation*}
k\left(\cdot, \cdot ;\left\{d_{\theta} ; \theta \in \Theta\right\}\right)=\sum_{\theta \in \Theta} d_{\theta} k(\cdot, \cdot ; \theta), d_{\theta} \in \mathbb{R} \tag{4.2}
\end{equation*}
$$

It is important to note that not all possible choices of the kernel parameters $\left\{d_{\theta} ; \theta \in \Theta\right\}$ yield a positive definite kernel. Restricting the parameter range of $d_{\theta}$ to the positive orthant, $d_{\theta} \in \mathbb{R}_{+}$ensures, according to property 2.1.7, a positive definite kernel. In the remainder of this chapter we will make use of this constraint and therefore only consider positive linear combinations of kernel functions.

One can regard the new kernel of the form (4.2) simply as a differently parameterized one, with the "original" kernel parameters $\theta$ being replaced with the mixing coefficients $d_{\theta}$. The kernel class is also enlarged since all linear combinations of proposal kernels are now included. However one still is confronted with the problem of parameter selection for which one could resort to estimators as discussed in [Cha02] or cross validation over a set of mixing coefficients.

The approach of combining multiple kernels offers the flexibility of combining several heterogeneous data sources in a single framework. In Chapter 6 and Chapter 7 we will show how this property can be exploited for the task of image classification. In image classification each image is represented by a variety of different feature descriptors, each of them characterizing different aspects of the image, like color or texture. With MKL it is possible to combine these aspects in a joint model. Another property accounted to MKL is its interpretability [Son06, Var07, Kum07]. After MKL training the final mixing coefficients can be inspected and may reveal properties of the problem at hand.

## MKL Objective Function

In the framework of multiple kernel learning the coefficients $d_{\theta}$ are optimized jointly with the other parameters function, namely $\alpha$ and $b$. This is implemented in the following way. Each kernel in the set $\Theta$ corresponds to one
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feature space $\mathcal{H}_{\theta}$ and one feature mapping $\phi_{\theta}: \mathcal{X} \rightarrow \mathcal{H}_{\theta}$. Thus the hyperplanes in this space are of the form $\left\langle w_{\theta}, \phi_{\theta}(\cdot)\right\rangle_{\mathcal{H}_{\theta}}$. The function which is seeked in multiple kernel learning is a linear combination thereof and thus of the form

$$
\begin{equation*}
f(x)=\sum_{\theta \in \Theta} d_{\theta}\left\langle w_{\theta}, \phi_{\theta}(x)\right\rangle_{\mathcal{H}_{\theta}}+b, \tag{4.3}
\end{equation*}
$$

where we have added an offset $b$ to the function. According to the representer theorem we know that for minima of a regularized risk formulation there is an equivalent formulation in terms of kernel expansions of the form

$$
\begin{equation*}
f(x)=\sum_{i=1}^{n} \alpha_{i} \sum_{\theta \in \Theta} d_{\theta} k\left(x, x_{i} ; \theta\right)+b . \tag{4.4}
\end{equation*}
$$

So far there is no difference to the ordinary SVM problem, all we did was to re-parameterize the kernel function. The question of how to select the mixing weights $d_{\theta}$ is still to be addressed.

For notational convenience we use the shorthand notation

$$
\begin{equation*}
\mathbf{d}=\left(d_{\theta_{1}}, \ldots, d_{\theta_{|\Theta|}}\right) \tag{4.5}
\end{equation*}
$$

and define the simplex

$$
\begin{equation*}
\Delta(\Theta)=\left\{\mathbf{d} \mid \sum_{\theta \in \Theta} d_{\theta}=1, d_{\theta} \geq 0, \theta \in \Theta\right\} \tag{4.6}
\end{equation*}
$$

We pose the multiple kernel learning objective function in the regularized risk framework (2.37). The kernel parameters $\mathbf{d}$ enter the objective function both in the loss and regularization term

$$
\begin{align*}
\min _{\left\{w_{\theta} ; \theta \in \Theta\right\}, b, \mathbf{d}} & \frac{1}{2} \sum_{\theta \in \Theta} d_{\theta}\left\|w_{\theta}\right\|^{2}+C \sum_{i=1}^{n} L\left(y_{i}, \sum_{\theta \in \Theta} d_{\theta}\left\langle w_{\theta}, \phi_{\theta}\left(x_{i}\right)\right\rangle_{\mathcal{H}_{\theta}}+b\right)(2  \tag{4.7}\\
\text { sb.t. } & \mathbf{d} \in \Delta(\Theta) \tag{4.8}
\end{align*}
$$

The only difference to the standard SVM problem is that we choose a different regularization function $\Omega(f)=\frac{1}{2} \sum_{\theta \in \Theta} d_{\theta}\left\|w_{\theta}\right\|^{2}$ which weights the influence of the individual functions with their mixing coefficients. This choice of regularization was used in [Zie07] and was also shown to be equivalent with

$$
\begin{equation*}
\Omega(f)=\frac{1}{2}\left(\sum_{\theta \in \Theta} d_{\theta}\left\|w_{\theta}\right\|\right)^{2} \tag{4.9}
\end{equation*}
$$

used in [Bac04, Son06].

Due to the product terms between the primal variables $d_{\theta}$ and $w_{\theta}$ this problem is not convex. In $[\mathrm{Zie} 07]$ it is noted that the simple substitution $v_{\theta}=d_{\theta} w_{\theta}$ (see [Boy04, Section 4.1.3]) yields an equivalent convex minimization problem, provided the loss function $L$ is convex. Therefore efficient convex minimization techniques can be applied to solve it, and global optimality is guaranteed. The resulting problem in primal form reads

$$
\begin{align*}
\min _{\left\{v_{\theta} ; \theta \in \Theta\right\}, b, \mathbf{d}} & \frac{1}{2} \sum_{\theta \in \Theta} \frac{1}{d_{\theta}}\left\|v_{\theta}\right\|^{2}+C \sum_{i=1}^{n} L\left(y_{i}, \sum_{\theta \in \Theta}\left\langle v_{\theta}, \phi_{\theta}\left(x_{i}\right)\right\rangle_{\mathcal{H}_{\theta}}+b\right)  \tag{4.10}\\
\text { sb.t. } & \mathbf{d} \in \Delta(\Theta) \tag{4.11}
\end{align*}
$$

### 4.2.1. Non-sparse Multiple Kernel Learning

The formulation introduced so far promotes sparsity of the selected kernels as a consequence of the $\ell_{1}$ constraint of the mixing coefficients. This choice is not crucial to the method and in fact can be replaced using other regularizers for the variables $d_{\theta}$ or just restricting them to yield a positive definite kernel. The latter choice was the original proposal in [Lan04] but has the downside that it turns the problem into a semi-definite program (SDP) for which the best known algorithms scale in the order of $O\left(n^{6}\right)$.

In [Klo08] the simplex constraint is replaced with the unit ball

$$
\begin{equation*}
B(\Theta)=\left\{\mathbf{d} \mid \sum_{\theta \in \Theta} d_{\theta}^{2} \leq 1, d_{\theta} \geq 0, \theta \in \Theta\right\} \tag{4.12}
\end{equation*}
$$

which results in a program of the form

$$
\begin{align*}
\min _{\left\{v_{\theta} ; \theta \in \Theta\right\}, b, \mathbf{d}} & \frac{1}{2} \sum_{\theta \in \Theta} \frac{1}{d_{\theta}}\left\|v_{\theta}\right\|^{2}+C \sum_{i=1}^{n} L\left(y_{i}, f\left(x_{i}\right)\right)  \tag{4.13}\\
\text { sb.t. } & \mathbf{d} \in B(\Theta) \tag{4.14}
\end{align*}
$$

with $f$ as in (4.10). This modification has the following effect. Instead of a sparse solution at the optimum all weights $d_{\theta}$ will be non-zero. It can be shown that the program is equivalent if constraint (4.14) is replaced by

$$
\begin{equation*}
\mathbf{d} \in \partial B(\Theta) \tag{4.15}
\end{equation*}
$$

that is $\mathbf{d}$ is an element of the boundary of the unit ball only. The latter constraint would render the problem not convex.

Since we constrain the coefficients with the $\ell_{2}$ norm we refer to this formulation as the $\ell_{2}$-MKL and the simplex MKL of the last section as the $\ell_{1}$-MKL. The difference between the $\ell_{1}$-MKL and the $\ell_{2}$-MKL formulation can be understood as two different ways to express prior knowledge about the set of kernels $\Theta$. If we believe that only a few of them are suitable, i.e. the set of kernels
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$\Theta$ contains a large number of uninformative kernels, the $\ell_{1}$-MKL should be chosen. If on the other hand all of the possible choices of kernel parameters are reasonable one can use the $\ell_{2}$ formulation to include them all but let the algorithm adjust the ratios between them.

### 4.3. Multiple Kernel Learning Algorithms

In this section we will review two algorithms devised to solve the multiple kernel learning formulation. Both make use of standard SVM solvers as a subroutine.

### 4.3.1. SimpleMKL

Both the problem (4.10) as well as (4.13) are jointly convex in both $\mathbf{d}$ and the SVM parameters for convex loss functions $L$. For every possible fixed choice of d the problem reduces to the standard SVM problem with the kernel defined by this particular mixing coefficients. This suggest a very simple optimization procedure using gradient descent methods [Cha02, Rak08]. Minimization is split into two parts, an inner part which corresponds to the SVM optimization given a fixed choice of $\mathbf{d}$ and an outer minimization of the mixing coefficients d fixing the SVM parameters. To this end we introduce a function $g$ which corresponds to the optimal SVM objective value for a given parameterization d of the kernel

$$
\begin{equation*}
g(\mathbf{d})=\min _{\left\{v_{\theta} ; \theta \in \Theta\right\}, b}\left\{\frac{1}{2} \sum_{\theta \in \Theta} \frac{1}{d_{\theta}}\left\|v_{\theta}\right\|^{2}+C \sum_{i=1}^{n} L\left(y_{i}, \sum_{\theta \in \Theta}\left\langle v_{\theta}, \phi_{\theta}\left(x_{i}\right)\right\rangle_{\mathcal{H}_{\theta}}+b\right)\right\} . \tag{4.16}
\end{equation*}
$$

One can evaluate $g$ using any SVM solver and the progress in the last years has lead to the development of several efficient SVM solvers [Joa99, Pla99, Cha01]. The remaining step is the minimization of $g$ with respect to the admissible range of $\boldsymbol{d}$. Thus problem (4.10) (or (4.13)) can be equivalently written as

$$
\begin{array}{cl}
\min _{\mathbf{d}} & g(\mathbf{d}) \\
\text { sb.t. } & \mathbf{d} \in \Delta(\Theta) \quad(\text { or } \mathbf{d} \in B(\Theta)) . \tag{4.18}
\end{array}
$$

This can be solved using a gradient descent scheme. Although this includes derivatives of the SVM parameters with respect to the mixing coefficients, it can be shown that these derivatives vanish at the maximal points $\left(\alpha^{*}, b^{*}\right)$ of $g$, namely $\frac{\partial \alpha}{\partial d_{\theta}}\left(\alpha^{*}\right)=0$ and $\frac{\partial b}{\partial d_{\theta}}\left(b^{*}\right)=0$. Therefore the derivative is easily computed, using the expression for $v_{\theta}$ in (B-9), which becomes

$$
\begin{equation*}
\frac{\partial g}{\partial d_{\theta}}=-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i}^{*} \alpha_{j}^{*} y_{i} y_{j} k\left(x_{i}, x_{j} ; \theta\right) . \tag{4.19}
\end{equation*}
$$

This can be efficiently computed once the variables $\alpha, b$ are known. This gradient descent algorithm is also known as SimpleMKL [Rak08]. It is summarized in Algorithm 4.

```
Algorithm 4 SimpleMKL
Input: Regularization parameter \(C>0\), Kernel set \(\Theta\), Training set \(S\)
Output: Parameters \(\alpha, b, \mathbf{d}\)
    \(d_{\theta} \leftarrow 1 /|\Theta|, \forall \theta \in \Theta\)
    while Stopping criterion not met do
        \((\alpha, b) \leftarrow\) SVM solution using \(k(\cdot, \cdot)=\sum_{\theta \in \Theta} d_{\theta} k(\cdot \cdot ; \theta)\) (SVM solver)
        Update d, e.g. using a gradient step
    end while
```

A variant of SimpleMKL is to use second order information in the gradient descent step [Cha08]. This involves the inversion of a matrix of the size $n_{\mathrm{SV}} \times$ $n_{\mathrm{SV}}$ with $n_{\mathrm{SV}}$ being the number of support vectors at the current optimal solution of $g(\mathbf{d})$. This might already be available as a by-product of the SVM algorithm, e.g. [Cha07] but in any case it is not more expensive to compute than the SVM solution itself.

### 4.3.2. SILP

Another algorithm specifically designed for MKL optimization is the Semi-Infinite-Linear-Programming (SILP) approach of [Son06]. It is possible to reformulate the problem (4.10) into

$$
\begin{array}{ll}
\max _{\gamma, \mathbf{d}} & \gamma \\
\text { sb.t. } & \gamma \in \mathbb{R}, \\
& \mathbf{d} \in \Delta(\Theta), \\
& \sum_{\theta \in \Theta} d_{\theta} S_{\theta}(\alpha) \geq \gamma, \quad \forall \alpha \in Z \\
& Z=\left\{\alpha \in \mathbb{R}^{n} \mid 0 \leq \alpha_{i} \leq C, \sum_{i=1}^{n} \alpha_{i} y_{i}=0\right\} \tag{4.24}
\end{array}
$$

where the function $S_{\theta}$ is defined as

$$
\begin{equation*}
S_{\theta}(\alpha)=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(x_{i}, x_{j} ; \theta\right)-\sum_{i=1}^{n} \alpha_{i} . \tag{4.25}
\end{equation*}
$$

Note that this is a linear program (LP) for $\gamma$ and $\mathbf{d}$ that are only linearly constrained. There are an infinite number of constraints (4.23) which have to be satisfied at the optimal solution. Each $\alpha \in Z$ corresponds to one such

## 4. Learning the Kernel Function

constraint. This problem can be solved by delayed constraint generation using the following simple alternating scheme. For any finite number of constraints $\alpha^{0}, \alpha^{1}, \ldots, \alpha^{t}$, the problem can be solved for ( $\gamma, \mathbf{d}$ ) using a linear program solver. This finite version is also referred to as the restricted master problem. Now the subproblem has to be solved: Given the current estimate of $\gamma, \mathbf{d}$ find the maximum violating constraint, namely

$$
\begin{equation*}
\alpha^{*}=\underset{\alpha \in Z}{\operatorname{argmax}} \gamma-\sum_{\theta \in \Theta} d_{\theta} S_{\theta}(\alpha) . \tag{4.26}
\end{equation*}
$$

Recalling the definition of $S$ this is recognized as solving a SVM with a kernel as in (4.2). In [Son06] a variant of this algorithm is proposed that avoids the optimization of the SVM up to a high precision at intermediate steps and also removes inactive constraints during the course of the computation. In Algorithm 5 we state the simpler algorithm we presented in this section.

```
Algorithm 5 SILP for MKL
Input: Regularization parameter \(C>0\), Kernel set \(\Theta\), Training set \(S\)
Output: Parameters \(\alpha, b, \mathbf{d}\)
    \(d_{\theta} \leftarrow 1 /|\Theta|, \forall \theta \in \Theta\)
    \(\left(\alpha^{0}, b^{0}\right) \leftarrow\) SVM solution with \(\mathbf{d}\)
    \(t \leftarrow 0\)
    while Stopping criterion not met do
        ( \(\left.\mathbf{d}^{t}, \gamma^{t}\right) \leftarrow\) solution of (4.20) using the constraint set \(\left\{\alpha^{0}, \ldots, \alpha^{t}\right\}\)
        \(\alpha^{t+1} \leftarrow\) solution of (4.26)
        if \(\sum_{\theta \in \Theta} d_{\theta}^{t} S_{\theta}\left(\alpha^{t+1}\right) \geq \gamma^{t}\) then
            break
        end if
        \(t \leftarrow t+1\)
    end while
```

The algorithm iterates between solving an SVM (line 5) and a linear program (line 6) until the stopping criterion is met, e.g. decrease of the objective value.

### 4.4. Infinite Kernel Learning

So far we have considered MKL as the problem of learning the linear combination of a finite number of proposal kernels. In the following we will show that the limitation to optimize only over a finite number of proposal kernels is not necessary and that it is possible to optimize over a possibly infinite set of kernels. We will call this formulation infinite kernel learning (IKL). The problem remains convex, but the algorithm we devise to solve it involves the maximization of a non-convex problem. We will argue that this should not
be considered a disadvantage compared to MKL. There, the non-convexity of the problem was concealed using a pre-selection of finitely many parameters. Optimizing over a continuously parameterized set of kernels opens up several possibilities and benefits which we will discuss in more details in chapter 5 and 6.

### 4.4.1. Derivation

Instead of only finite kernel parameter sets $\Theta$, we allow sets of infinite size, e.g. the class of Gaussian kernels that is continuously parameterized by the covariance matrix. To distinguish between these two cases we will use from now on the notation $\Theta_{f}$ whenever the set of parameters is finite and denote with $\Theta$ sets of arbitrary size, including finite and infinite sets.
The primal formulation of the MKL problem (4.10) serves as the starting point of our derivation. Given the set $\Theta$ of proposal kernels we seek the finite subset $\Theta_{f} \subset \Theta$ thereof that yields the lowest objective value. We write the following optimization problem

$$
\begin{array}{cl}
\text { (IKL-primal) } \inf _{\Theta_{f} \subset \Theta} \min _{\mathbf{d},\left\{v_{\theta} ; \theta \in \Theta_{f}\right\}, b} & \sum_{\theta \in \Theta_{f}} \frac{1}{d_{\theta}}\left\|v_{\theta}\right\|^{2}+C \sum_{i=1}^{n} L\left(y_{i}, f\left(x_{i}\right)\right)(4 \\
\text { sb.t. } & \mathbf{d} \in \Delta\left(\Theta_{f}\right) . \tag{4.28}
\end{array}
$$

The infimum can be replaced with a minimum operation, or in other words, the optimal solution of (IKL-primal) is always achieved with a finite number of nonzero $d_{\theta}$. To see this we dualize the problem. ${ }^{1}$ The final problem in dual form is

$$
\begin{align*}
\text { (IKL-dual-1) } \sup _{\Theta_{f} \subset \Theta} \max _{\alpha, \lambda} & \sum_{i=1}^{n} \alpha_{i}-\lambda  \tag{4.29}\\
\text { sb.t. } & \alpha \in \mathbb{R}^{n}, \lambda \in \mathbb{R},  \tag{4.30}\\
& 0 \leq \alpha_{i} \leq C, \quad i=1, \ldots, n,  \tag{4.31}\\
& T(\theta ; \alpha) \leq \lambda, \quad \forall \theta \in \Theta_{f}, \tag{4.32}
\end{align*}
$$

where we defined

$$
\begin{equation*}
T(\theta ; \alpha)=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(x_{i}, x_{j} ; \theta\right) \tag{4.33}
\end{equation*}
$$

for easier reference. The variable $\lambda$ is the Lagrange multiplier of the equality constraint $\sum_{\theta \in \Theta_{f}} d_{\theta}=1$.

We note that if some point $\left(\alpha^{*}, \lambda^{*}\right)$ satisfies condition (4.32) for all $\theta \in \Theta$ then it also satisfies the condition for all finite subsets $\Theta_{f}$ thereof. Thus we

[^5]omit the supremum of (IKL-dual-1) and extend the program to the following semi-infinite program
\[

$$
\begin{align*}
\text { (IKL-dual) } \max _{\alpha, \lambda} & \sum_{i=1}^{n} \alpha_{i}-\lambda  \tag{4.34}\\
\text { sb.t. } & \alpha \in \mathbb{R}^{n},  \tag{4.35}\\
& \lambda \in \mathbb{R},  \tag{4.36}\\
& 0 \leq \alpha_{i} \leq C, \quad i=1, \ldots, n,  \tag{4.37}\\
& T(\theta ; \alpha) \leq \lambda, \quad \forall \theta \in \Theta . \tag{4.38}
\end{align*}
$$
\]

Note that there are as many constraints (4.38) as there are kernel parameters in the set $\Theta$, which might be infinitely many.

To show equivalence between both programs it remains to prove that any optimal point of (IKL-dual) is also optimal for (IKL-dual-1). In other words one can construct a finite set $\Theta_{f}$ for the solution of (IKL-dual) which is also optimal for (IKL-dual-1). This is exactly the statement of the following theorem.

Theorem 4.4.1. [Het93, Theorem 4.2] Let $v(P)$ denote the value of program P. If for all $\theta \in \Theta, \Theta$ compact, and for all $\alpha \in[0, C]^{n}$ we have $T(\theta ; \alpha)<$ $\infty$, then there exists a finite set $\Theta_{f} \subset \Theta$ for which the optimum of (IKL-dual-1) is taken and $v($ IKL-dual- 1$)=v($ IKL-dual $)$.

A proof of this theorem is given in [?, Theorem 2.1]. In particular the previous theorem states that at the optimum of (4.34) only a finite number of $d_{\theta}$ are non-zero. This ensures that the optimal kernel can be represented with finitely many elements. The final function is thus always of the following form

$$
\begin{equation*}
f(x)=b+\sum_{i=1}^{n} y_{i} \alpha_{i} \sum_{\theta \in \Theta: d_{\theta}>0} d_{\theta} k\left(x, x_{i} ; \theta\right) . \tag{4.39}
\end{equation*}
$$

The derivation of the IKL problem including the statement about finiteness of the global solution relies on the constraint $\mathbf{d} \in \Delta(\Theta)$ which enforces sparsity of the mixing coefficients. We presented a non-sparse version of MKL in Section 4.2.1 replacing this constraint with $\mathbf{d} \in B(\Theta)$. Although exchanging the constraints removes the desirable property of a finite global solution it would still be possible to approximately solve the resulting problem.

### 4.5. Infinite Kernel Learning Algorithm

The dual form (4.34) of the problem is a semi-infinite program and suggests a delayed constraint generation approach to solve it. Each kernel parameter of the set $\Theta$ defines one linear constraint (4.38) of the problem and thus the
constraint generation turns into a search for the next kernel to include. Starting with a finite constraint set $\Theta_{0} \subset \Theta$ ones reiterates between the restricted master problem, that is the search for optimal $\alpha, b, \lambda$ and the subproblem, a search for violated constraints indexed by $\theta$ which are subsequently included in $\Theta_{t} \subset \Theta_{t+1} \subset \Theta$. This should not be confused with the SILP algorithm, where the constraints are defined by the dual variables $\alpha$ and not by the kernel parameters.
The final algorithm for IKL is summarized in Algorithm 6. We will first discuss the two main ingredients of the algorithm and postpone a statement about its convergence to Section 4.5.3.

```
Algorithm 6 Infinite Kernel Learning
Input: Regularization parameter \(C>0\), Kernel set \(\Theta\), Training set \(S\)
Output: Parameters \(\alpha, b, d_{\theta}\)
    Select any \(\theta^{0} \in \Theta\) and set \(\Theta_{0}=\left\{\theta^{0}\right\}\)
    \(t \leftarrow 0\)
    loop
        \(\left(\alpha, b, d_{\theta}, \lambda\right) \leftarrow\) MKL solution with \(\Theta_{t}\{\) Solve restricted master problem \(\}\)
        \(\theta^{t+1} \leftarrow \operatorname{argmax}_{\theta \in \Theta} T(\theta ; \alpha)\) \{Solve subproblem\}
        if \(T\left(\theta^{t+1} ; \alpha\right) \leq \lambda\) then
            break
        end if
        \(\Theta_{t+1}=\Theta_{t} \cup\left\{\theta^{t+1}\right\}\)
        \(t \leftarrow t+1\)
    end loop
```


### 4.5.1. The Restricted Master Problem

The restricted master problem in line 4 reduces to a standard MKL problem with the set of constraints as possible kernel parameters. Therefore any MKL algorithm like SILP or SimpleMKL can be used to solve it. Since the parameter $\lambda$ is the Lagrange multiplier of the equality constraint $\sum_{\theta \in \Theta_{t}} d_{\theta}=1$ (or the equivalent condition of the non-sparse formulation) this parameters is already available as a by-product of the MKL solution.

### 4.5.2. The Subproblem

Essential to the approach of infinite kernel learning is to solve the subproblem of the problem, which corresponds to finding violated constraints. Therefore we state the problem explicitly.
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Problem 1 (IKL-Subproblem). Given the parameters $0 \leq \alpha_{i} \leq C$ and training points $\left\{x_{i}, y_{i}\right\}, i=1, \ldots, n$, solve

$$
\begin{equation*}
\theta^{\prime}=\underset{\theta \in \Theta}{\operatorname{argmax}} T(\theta ; \alpha)=\underset{\theta \in \Theta}{\operatorname{argmax}} \frac{1}{2} \sum_{i, j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(x_{i}, x_{j} ; \theta\right) . \tag{4.40}
\end{equation*}
$$

With $T(\theta ; \alpha)$ we have an analytic score which guides the selection of kernels. Note that it is equivalent to the negative gradient of $g$ (4.19).

The subproblem function $T$ can be interpreted as follows. On the one hand there is the outer product of the labels $\mathbf{y y}{ }^{\top}$ which we will refer to as the label matrix. On the other hand the $\alpha$ re-weighted kernel matrix $\alpha \alpha^{\top} * K_{\theta}$, where * denotes elementwise multiplication. We use the following inner product between Gram matrices

$$
\left\langle K_{1}, K_{2}\right\rangle_{F}=\sum_{i, j=1}^{m} K_{1}\left(x_{i}, x_{j}\right) K_{2}\left(x_{i}, x_{j}\right)
$$

so we can recognize the subproblem as an alignment problem between two matrices

$$
\begin{equation*}
T(\theta ; \alpha)=\frac{1}{2}\left\langle\mathbf{y} \mathbf{y}^{\top}, \alpha \alpha^{\top} * \mathbf{K}_{\theta}\right\rangle_{F} . \tag{4.41}
\end{equation*}
$$

There is a high alignment if the $\alpha$ re-weighted Gram matrix is of a similar structure as the label matrix. Since the label matrix can be understood as the optimal Gram matrix, achieving a high alignment with it is desirable. The re-weighting ensures that the alignment is only measured for support vectors, since for all non-support vectors the coefficient $\alpha_{i}=0$. This makes intuitive sense: all points which are no support vectors are already classified correctly, adapting the kernel for them will not change the loss function for those points.

There is no general recipe to solve the subproblem since it depends on the kernel class $\Theta$. In particular the problem is not convex and therefore in general a global optimum of the function $T$ is hard to find. Some general approaches on how to solve the subproblem or how to find local maxima are discussed in greater detail in Section 4.5.4.

For the case of a finite set of kernel parameters $\Theta$ the subproblem is easy to solve since one can visit each single parameter in turn and check whether the constraint (4.38) is satisfied. Due to this observation it is evident that the IKL algorithm can also be considered as a new algorithm to solve MKL. Especially for the case of very many kernels it is beneficial since only a small working set of kernel matrices needs to be considered at each step, i.e. the restricted master problem is easier to solve due to a fewer number of variables to solve for.

## Comparison of MKL and IKL

Let us reconsider how MKL can be understood in this framework. In MKL a finite number of kernels have to be preselected prior to training. Since the set of kernels remains fixed during the course of the algorithm, the MKL performance depends on whether or not discriminative kernels have been chosen by the user. The pre-selection step circumvents the non-convex subproblem and renders the whole MKL formulation to be a convex problem. Although the IKL problem is also convex problem, it requires to solve a non-convex subproblem to solve it.

There are two possible scenarios for kernel combination methods. If the approach of learning a kernel during training is chosen because one is unsure about a good kernel, or one has reason to believe that a combination of kernels is beneficial, the subproblem can be used to exploit structure of the kernel class in a principled way. It provides an analytic measure which is amendable to optimization. For some problems at hand a finite set of kernels could be chosen on purpose in order to express prior knowledge. In this case the selection of kernels acts as a regularization of the function space.

We will demonstrate in the experimental validation presented in Chapter 5 that in cases where linear combination of kernels are beneficial for classification, the MKL solution is always outperformed by IKL.

## Related Work

Maximizing the alignment between the Gram and the label matrix has been proposed before, usually as a pre-processing step for kernel machines. In [Cri02] a normalized version of the above alignment was introduced as Kernel Target Alignment (KTA). In our notation it reads

$$
\begin{equation*}
\text { (KTA) } \quad A_{\text {KTA }}\left(K_{\theta}, \mathbf{y y}^{\top}\right)=\frac{\left\langle K_{\theta}, \mathbf{y y}^{\top}\right\rangle_{F}}{n \sqrt{\left\langle K_{\theta}, K_{\theta}\right\rangle_{F}}} . \tag{4.42}
\end{equation*}
$$

In [Cri02] a concentration inequality for this sample-based alignment is presented, stating that it is not too dependent on the training set $S$. Furthermore it is possible to upper bound the generalization error of a Parzen window classifier in terms of KTA. It is concluded that for high KTA one may expect good generalizations and some empirical evidence for this is presented.

The KTA measures the cosine of the angle between the two bi-dimensional vectors $\mathbf{y y}{ }^{\top}$ and $K_{\theta}$ and is thus invariant to a rescaling of the kernel function. This suggests to normalize the kernels by restricting the class to

$$
\begin{equation*}
k^{\prime}(\cdot, \cdot, ; \theta)=\frac{k(\cdot, \cdot ; \theta)}{\sqrt{\left\langle K_{\theta}, K_{\theta}\right\rangle_{F}}} . \tag{4.43}
\end{equation*}
$$

With this substitution, the subproblem turns into KTA possibly at the expense of a more difficult subproblem. Note that $\sqrt{\left\langle K_{\theta}, K_{\theta}\right\rangle_{F}}$ is simply a scalar
depending on $\theta$ and the training data, and thus the normalized kernel is again a kernel.

Other work on kernel alignments include [Bar05] where Kernel Polarization (KP) is proposed which simply omits the normalization term of KTA $A_{\mathrm{KP}}\left(S, K_{\theta}, \mathbf{y y}^{\top}\right)=n^{-2}\left\langle K_{\theta}, \mathbf{y y}^{\top}\right\rangle_{F}$. This is equivalent to the subproblem for constant $\alpha=1 / n$.

An unnormalized version of the alignment was also used in [Cra03] to adapt a kernel matrix by explicitly maximizing the alignment in a boosting scheme. The kernels are chosen using the inner product as above, the $\alpha_{i} \alpha_{j}$ terms turn into a weight corresponding to the difficulty predicting whether the points $x_{i}$ and $x_{j}$ have the same label or not. They restrict the kernel set to outer products and show that solving the weighted alignment turns into a generalized eigenvector problem.

### 4.5.3. Convergence

We can make the following statement, on the convergence of Algorithm 6 which depends on whether the subproblem can be solved for global optima.

Theorem 4.5.1. [Het93, Theorem 7.2] If the subproblem can be solved, Algorithm 6 either stops after a finite number of iterations, or has at least one point of accumulation and each one of these points solve (IKL-dual).

Proof. See Appendix C.
Although Theorem 4.4.1 guarantees the existence of a finite subset of constraints $\Theta_{f}$, binding at the optimum of (IKL-dual), there is no guarantee that Algorithm 6 will identify this set. But if the algorithm terminates after a finite number of steps (and the subproblem can be solved) it reached global optimality. Each strictly violated constraint with $\theta \in \Theta$ corresponds to a primal descend direction in $d_{\theta}$. Therefore, if $\theta$ is added to the finite set of kernels and the problem is resolved with this new constraint included, the objective function is guaranteed to decrease. To ensure global optimality at some solution one has to guarantee that no further descend direction exists. This is equivalent to be able to solve the subproblem.

An important observation is that all intermediate solutions of the algorithm are primal feasible. Therefore even if the subproblem can not be solved, i.e. only local maxima of the function $T$ can be found with no guarantee of global optimality, the algorithm always produces a valid classification function.

For the $\ell_{2}$-MKL variant no finite optimal solution exists. However the same argument as mentioned above still holds. At each iteration the inclusion of kernels $\theta \in \Theta$ will decrease the objective function. Instead of having to pre-select a finite subset of kernels beforehand one can instead search for the steepest descent direction using the subproblem and impose a termination criterion, e.g. decrease of the objective function. This will guarantee a better or equal
solution in terms of the objective value, than if the kernel set is restricted to a finite subset of kernels $\Theta_{f} \subset \Theta$.

### 4.5.4. Solving the subproblem

The IKL algorithm is suited for any class of parameterized kernel families for which a way to solve the subproblem or at least local minima can be found. In the following we discuss several optimization strategies which could be pursued to tackle this problem. In Section 5.1.1 the following optimization techniques are applied to the class of Gaussian kernels.

## Gradient Ascent

For cases of continuously parameterized kernel functions which are differentiable with respect to their parameter a simple method to solve for local maxima are gradient ascent techniques. In each iteration of the IKL algorithm a search may be initialized in multiple points, and a gradient ascent search is started. This will result in a number of local maxima from which the highest is returned. There is no guarantee for finding the global optimum.

## Branch-And-Bound

The Branch-And-Bound algorithm is a general technique to find optimal solutions of optimization problems. It involves the following two steps:

1. partition the space of parameters recursively (branching step);
2. make statements that hold for an entire partition (bounding step).

We want to find maxima of the function $T(\cdot ; \alpha)$ on the set $\Theta$. Therefore we need a partition operation that splits a given set $\Theta_{0} \subseteq \Theta$ into a number of partitions $\Theta_{0}^{1} \cup \ldots \cup \Theta_{0}^{m}=\Theta_{0}$. This depends on the parameterization of the problem, e.g. splitting intervals of parameters.

The second ingredient is a bounding function that upper bounds the value of the true function $T$ on a partition $\Theta_{0} \subseteq \Theta$. This upper bound $\widehat{T}$ must fulfill

$$
\begin{equation*}
\max _{\theta \in \Theta_{0}} T(\theta) \leq \widehat{T}\left(\Theta_{0}\right), \quad \forall \Theta_{0} \subseteq \Theta \tag{4.44}
\end{equation*}
$$

If for some $\theta^{*} \in \Theta \backslash \Theta_{0}$ we have $\widehat{T}\left(\Theta_{0}\right) \leq T\left(\theta^{*}\right)$, the whole partition $\Theta_{0}$ can be discarded from the search space. Otherwise $\Theta_{0}$ is partitioned again and recursively searched over.

The efficiency of Branch-And-Bound depends on the tightness of the bound $\widehat{T}$. Loose bounds incur many splits and thus require many iterations of the algorithm.

## Global Optimization

In general one can borrow techniques from the field of Global Optimization [Hor96]. Besides the aforementioned strategies methods like homotopy methods [Ros98], Difference of Convex functions (DC) [Yui02, An05] or Lipschitz optimization are possible candidates. The latter requires Lipschitzcontinuous kernels, those which satisfy

$$
\begin{equation*}
\left|k\left(x, x^{\prime} ; \theta_{1}\right)-k\left(x, x^{\prime} ; \theta_{2}\right)\right| \leq L\left|\theta_{1}-\theta_{2}\right|, \quad \forall x, x^{\prime} \in \mathcal{X} \tag{4.45}
\end{equation*}
$$

for some constant $L>0$. Due to efficiency reasons current Lipschitz solvers can be applied to problems up to approximately 20 variables only.

### 4.5.5. Implementation Details

In practice we make several modifications to Algorithm 6.
Multiple pricing: At each iteration of the algorithm the subproblem solver returns a set of violating constraints instead only the most active to speed up convergence. In the experiments up to five violating constraints are seeked.

Working set: Coefficients $d_{\theta}$ which became zero are pruned out. For the final solution the corresponding constraints are inserted again in the problem to check whether they remain inactive. Other working set methods could be employed.

Warm starts: Both the restricted master problem as well as the subproblem calls are initialized at the previously solution which speeds up their convergence.
An implementation of the algorithm using a combination of Coin-IPopt-3.3.5 [Wäc06] and the libSVM package [Cha01] is available under the GPL licence at http://www.mloss.org/software/view/174/. This also includes a MKL algorithm and the implementation of several subproblem solvers for differentiable kernel classes.

### 4.6. Conclusion

Learning or estimating a suitable kernel from empirical data is one of the biggest challenges in the field of kernel learning algorithms. It is among those which have considerable impact on real world problems and enhance the usability of kernel learning algorithms especially to users which are not experts in this field. In this chapter we have reported on some progress in this direction.

In particular we focused on the approach to linear combination of kernels. This problem was originally posed as multiple kernel learning problem [Lan04]
although earlier approaches with similar scope exists [Cha02]. The main contribution reported on here is the generalization of the MKL approach to its infinite limit. This generalization is direct in the sense that there is no disadvantage to MKL.
With the infinite kernel learning framework it is possible to optimize over large classes of kernels without need for pre-selection. In particular the structure of kernel classes can be exploited to efficiently traverse the space of kernels which enables a principled way for kernel selection. This can be exploited in two ways. On the one hand it may lead to algorithms which are more easy to use. For practitioners the choice of the kernel function is sometimes regarded as a burden rather than a degree of freedom. On the other hand it allows interpretability of the resulting classification function. For MKL one can only discover structure within the data one has already encoded in the pre-selected kernels. Using IKL with much enriched kernel classes it is possible to discover structure beyond this selection.
4. Learning the Kernel Function

## 5. Empirical Evaluation of Kernel Combination Methods

In the last chapter we presented the multiple kernel learning formulation and generalized it to the case of linearly combining an infinite number of kernels. In this chapter we concentrate on the experimental comparison of these approaches. The goal is twofold. With a first set of experiments on artificial toy data we will provide an intuition about the IKL algorithm. A second set of experiments is conducted using a variety of standard machine learning benchmark datasets that have been used to compare different classification methods [Rät01]. In particular there are two questions we try to answer:

- Does the increased flexibility of linearly combining kernels instead of choosing only a single one lead to overfitting?
- Both Cross Validation as well as MKL/IKL can be understood as estimators for the kernel hyper-parameters. How do they compare?

In Section 5.2 we discuss the IKL algorithm in more detail by means of simple toy datasets. The main experimental part is then presented in section 5.3 after which we conclude with a Discussion. Before we start we will introduce the kernel classes which are used throughout the experiments presented in this Chapter.

### 5.1. Kernel Classes: Gaussian Kernels

We build on the Gaussian kernel described in Section 2.1.6. In total we use three different variants, which differ in the number of parameters to set. Let us write the kernel function as

$$
\begin{equation*}
k\left(x, x^{\prime} ;\left\{\sigma_{d}\right\}_{d=1}^{D}\right)=\exp \left(-\sum_{d=1}^{D} \sigma_{d}\left(x_{d}-x_{d}^{\prime}\right)^{2}\right), \tag{5.1}
\end{equation*}
$$

where $\sigma_{d} \geq 0$ is the bandwidth for the $d^{\prime}$ th dimension of the data. For the first class we restrict all bandwidths to be identical, i.e. $\sigma_{1}=\sigma_{2}=\ldots=\sigma_{D}$ and refer to this class as (single). This is a standard choice for building SVM classifiers which treats each feature dimension as being equally important. The second kernel class consists of those Gaussian kernels which ignore all but one

## 5. Empirical Evaluation of Kernel Combination Methods

feature dimension of the data. In this case we set $\sigma_{d}>0$ and $\sigma_{d^{\prime} \neq d}=0$. We use the name (separate) to refer to this class of kernels. The last class is the most general one and includes the two previous classes as special cases. The class (product) consists of all kernels with non-negative diagonal covariance matrix, i.e. $\sigma_{d} \geq 0, d=1, \ldots, D$.

There is a varying number of free parameters for the three classes. For (single) only one free parameter has to be set, for (separate) one has two parameters (index $d$ and value of $\sigma_{d}$ ) while for (product) $D$ parameters need to be specified. This turns the subproblem of the IKL algorithm into a $D$ dimensional non-convex optimization problem. However the class (product) is too large to compute Cross Validation estimates for a reasonable number of parameter choices and thus it is crucial to exploit the structure of this dataset in order to efficiently search over it.

### 5.1.1. Solving the subproblem

To solve the subproblem we use i) for one dimensional subproblem functions the branch-and-bound algorithm and ii) for all other subproblems a Newton method. The concepts of both algorithms are introduced in 4.5.4, here we will described their application to the special case of Gaussian kernels.

## Gradient Ascent

We employ the Newton method for maximizing the subproblem function. The derivative of the subproblem w.r.t. to the kernel parameters is easily calculated to be

$$
\begin{equation*}
\frac{\partial T}{\partial \sigma_{d}}=-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(x_{i d}-x_{j d}\right)^{2} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(x_{i}, x_{j} ; \theta\right) \tag{5.2}
\end{equation*}
$$

where $x_{i d}$ denotes the $d$ 'the component of the instance $x_{i}$. The calculation of the second derivative is analog.

We initialize the search in multiple starting points and perform a gradient ascent. During the course of the algorithm all previously identified violating constraints are added to the set of starting points. This worked very well in practice and is used the IKL-experiments with a more than one dimensional subproblem.

## Branch-And-Bound

For the Branch-And-Bound algorithm 4.5 .4 we need to the specify an upper bound $\widehat{T}$ on the subproblem function together with a strategy for partitioning the sets of parameters.

For the case of Gaussian kernels the set of kernel parameters to search over is some interval $\sigma \in\left[\sigma_{\min }, \sigma_{\max }\right]$. At each step of the algorithm we partition a
set $[\underline{\theta}, \bar{\theta}]$ into two sets $\left[\underline{\theta}, \theta^{\prime}\right]$ and $\left[\theta^{\prime}, \bar{\theta}\right]$, where $\theta^{\prime} \in[\underline{\theta}, \bar{\theta}]$. The multi-dimensional search is analogous, there a partitioning is achieved by splitting only one dimension.

We define $\underline{\sigma_{d}}(\Theta), \overline{\sigma_{d}}(\Theta)$ to be the minimum (resp. maximum) value for the $d$ 'th component in the set $\Theta$

$$
\begin{align*}
& \underline{\sigma_{d}}(\Theta)=\underset{\sigma \in \Theta}{\operatorname{argmin}} \sigma_{d}  \tag{5.3}\\
& \overline{\sigma_{d}}(\Theta)=\underset{\sigma \in \Theta}{\operatorname{argmax}} \sigma_{d}, \tag{5.4}
\end{align*}
$$

and the upper bound $\widehat{T}$

$$
\begin{align*}
\widehat{T}(\theta ; \alpha) \stackrel{\text { def }}{=} & \sum_{y_{i}=y_{j}} \alpha_{i} \alpha_{j} \exp \left(-\sum_{d=1}^{D} \underline{\sigma_{d}}(\Theta)\left(x_{i d}-x_{j d}\right)^{2}\right)  \tag{5.5}\\
& -\sum_{y_{i} \neq y_{j}} \alpha_{i} \alpha_{j} \exp \left(-\sum_{d=1}^{D} \overline{\sigma_{d}}(\Theta)\left(x_{i d}-x_{j d}\right)^{2}\right) \tag{5.6}
\end{align*}
$$

The subproblem function can be bounded from above fulliilling the requirement (4.44)

$$
\begin{equation*}
T(\theta ; \alpha) \leq \widehat{T}(\Theta, \alpha) \tag{5.7}
\end{equation*}
$$

This bound turns out to be very loose resulting in a time consuming search and hence branch-and-bound could only be used for one dimensional subproblems only. The advantage is that it guarantees global optimality of the solution.

### 5.2. Toy Examples

All experiments in this section are conducted on artificially created data with the purpose of: 1 . highlighting the benefit of learning with continuously parameterized classes of kernels and 2. illustrate the execution of the IKL algorithm.

### 5.2.1. Chessboard Data

We begin with a binary classification example. The kernel class used for this experiment are the Gaussian kernels of class (product) described in Section 5.1. A total of 300 training points are sampled from a two dimensional chessboard pattern as shown in Figure 5.1(a). Eighteen noise dimensions sampled from a normal distribution are added to form a 20 dimensional feature vector. Both classes are equally likely and are indicated by different color and marker in the figure. This data is normalized to zero mean and unit variance.


Figure 5.1.: Chessboard toy example, (a) distribution of training data in the first two dimensions, (b) resulting classification function of the IKL classifier. The IKL algorithm chooses chooses only two kernels (5.8) and (5.9) which correctly model the data while ignoring the noise dimensions.

Note that the chessboard pattern was created with two columns and four rows such that the optimal bandwidths of a Gaussian kernel are different for these two dimension. For the remaining 18 noise dimensions the ideal bandwidths are zero since there is no information contained in them. The class (product) is flexible enough to model all feature dimensions separately.

Now the IKL algorithm is started using some initial kernel which is not the "correct" one. In Figure 5.2 two slices of the subproblem function $T$ are shown. In (a) the scaling parameters of the two signal dimensions $\sigma_{1}$ and $\sigma_{2}$ are plotted against the objective value and in (b) $\sigma_{1}$ is plotted against a scaling factor of a noise dimension $\sigma_{3}$. In both cases we set all other scaling factors to zero. The hyperplane associated with the Lagrange multiplier $\lambda \approx 62$ is also shown in the plot. All parameters with function values above this hyperplane are violating constraints and thus their inclusion will decrease the objective. The plot of Figure 5.2(a) includes the "ideal" set of parameters for the problem and indeed the objective function takes a maximum at this point. Note that in Figure 5.2(b) the scale on the z -axis is different from the one in plot (a), the subproblem function $T$ takes much lower values and thus the decrease of the IKL objective function is also lower if those constraints are included. It can also be seen in (b) that the objective function is much more dependent on the value of $\sigma_{1}$ than it is on the scaling factor $\sigma_{3}$.

In the course of the IKL algorithm the signal dimensions are identified automatically and the following two kernels are selected which achieve a perfect


Figure 5.2.: Two projections of the 20 dimensional IKL subproblem function for the chessboard toy example. (a) IKL subproblem in the first iteration for the two signal dimensions ( $\sigma_{1}$ and $\sigma_{2}$ ), (b) for one signal $\sigma_{1}$ and one noise $\sigma_{3}$ dimension. The hyperplane corresponding to the Lagrange multiplier $\lambda \approx 62$ is also shown (note a different scaling of the two plots). Inclusion of kernels with parameters with an objective value higher than this value will decrease the IKL objective function. Any subproblem solver should find local maxima of this function.
accuracy on a held out test set

$$
\begin{array}{ll}
d_{\theta_{1}}=0.98, & \theta_{1}=(1.1,3.2,0,0,0,0,0,0,0,0,0, \ldots, 0) \\
d_{\theta_{2}}=0.02, & \theta_{2}=(0,0,0,0,0,0,0,2.1,0,0.2,0, \ldots, 0) \tag{5.9}
\end{array}
$$

The resulting decision boundary for the first two dimensions is plotted in Figure 5.1 (b). Support vectors are marked with cyan rings in this plot. The first kernel is modeling only the two signal dimensions while ignoring all noise dimensions. Scaling factors are such that they are as large as possible since those correspond to a smooth function while not making training errors.

To achieve the same result with an SVM or MKL learner one would have to cross-validate over different scaling factors for each dimension or guess the correct scalings for the proposal kernels. Cross validation over the same kernel class (product) is prohibitive due to the large number of kernels parameters.

### 5.3. Standard ML benchmark datasets

Up to now and to the best of our knowledge there is no extensive comparison between properly tuned SVM classifiers and those which linearly combine multiple kernels. In this section we will fill this gap. Furthermore we want to investigate whether IKL as the limit of MKL improves the performance, leads to overfitting or gives qualitatively the same results. In total we compare three different methods

1. SVM using kernel class (single),
2. MKL using kernel classes (single) and (separate),
3. IKL using kernel classes (single) and (product).

### 5.3.1. Experimental Setup

Thirteen different binary datasets with up to 100 independent splits (the datasets "image" and "splice" are split only 20 times) and the very same experimental setup from [Rät01] are used. With five fold CV on the first five splits the hyper-parameters of the methods are determined and subsequently applied to obtain the results on all splits. Parameters to be set with are the regularizer $C$ for all methods and the kernel $k(\cdot, \cdot ; \theta)$ for SVM. The following parameters are considered for all thirteen datasets $\sigma^{-1} \in\{1,2,3,5,10,20,30,40,50,75,100,125,150\}$. The regularization constant is selected from the values $C \in\left\{10^{-2}, 10^{-1}, \ldots, 10^{3}\right\}$.

Five more multiclass datasets were taken from [Dua05] which are split 20 times into training and test data. On each split we use five fold CV to determine the hyper-parameters which are the used to learn a final classifier. Multiclass decisions are resolved in a one-versus-rest scheme. The tested kernel parameters are $\sigma^{-1} \in\{0.5,1,2,5,7,10,12,15,17,20\}$ and the regularization constant is chosen among $C \in\left\{10^{-2}, 10^{-1}, \ldots, 10^{4}\right\}$. All data was scaled to have zero mean and unit variance.

The amount of free parameters was varied using the three different classes as described in Section 5.1. For (single) we compared all three methods: SVM, MKL and IKL. For SVM one single kernel is selected using the Cross Validation estimate. For MKL we constructed as proposal kernels all kernel matrices with the kernel parameter in the range as described above. For IKL we allowed for all kernels with $\sigma \in[0,30]$. This range includes the finite choices of kernel parameters but we assured that restricting the admissible range to $\sigma^{-1} \in$ $[1,150]$ (resp. $\sigma^{-1} \in[0.5,20]$ ) does not change the results.

For the class (separate) all (single) kernels are used and additionally we applied the same range of kernel parameters to every dimension separately.

This yields a total of $13(D+1)$ proposal kernels for a $D$ dimensional dataset. Finally for (products) we allow all kernels with parameters in $\sigma_{d} \in[0,30]$. The corresponding subproblem is $D$ dimensional.

As a subproblem solver for the IKL algorithm we used the Branch-AndBound technique for class (single) to assure a global optima (up to a precision of $10^{-3}$ ). For the other two classes we used the MKL parameters as starting points for a gradient ascent search in each iteration. For these two classes a global optimum can not be guaranteed. Therefore we used the following two stopping criteria. Either no violating constraint was found during the subproblem phase or the change of improvement in terms of the relative change of the objective function falls below $0.01 \%$.

### 5.3.2. Results

he results are shown in Table 5.2 and Table 5.3. The four missing values in Table 5.3 correspond to experiments which were computationally too expensive to compute. Even for the results reported here several millions of SVM trainings were performed.

### 5.3.3. Discussion

We can draw several conclusions from the results. Comparing only the three results obtained with the class (single) we see that the SVM almost always yields to better results than MKL or IKL. We test the difference of the methods with a paired t -test and find that only on the datasets Ringnorm, Titanic and Waveform the SVM method is outperformed by IKL. The added flexibility of MKL and IKL to combine more than one kernel seems to be of little use with the possible exception of ABE (Table 5.3). For this kernel class the parameter space is sampled densely enough such that the best kernel parameter for the SVM is well enough approximated. The results indicate that the Cross Validation estimate is a more reliable estimator to select kernel parameter than the objective problems of MKL or IKL.

Adding the flexibility to model each dimension separately using class (separate) yields better results only on the datasets Splice, SEG and ABE.

The most general setting (products) results in some impressive gains in performance for Image, Splice and SEG, even improving over the MKL-(separate) results. In these cases the possibility to model correlations between different dimensions explicitly yields more discriminative kernels. For the remaining datasets there either is no discriminative structure in subsets of the feature dimensions or the IKL subproblem solver was unable to identify those.

For some datasets we observe worse results which are possibly due to overfitting behavior: Heart, Ringnorm, Twonorm and WAV.

## 5. Empirical Evaluation of Kernel Combination Methods

For the practitioner there are thus two methods to choose from: SVM because it is much faster to train than the other two methods and shows good performance, or IKL because the enlarged kernel class might lead to a significant performance increase. For all those cases where linear combinations of kernels improved the performance IKL outperformed the MKL results using the enlarged kernel class (product).

| Dataset | \#dim | \#train | \#test |
| :--- | :---: | :---: | :---: |
| Banana | 2 | 400 | 4900 |
| Breast-cancer | 9 | 200 | 77 |
| Diabetes | 8 | 468 | 300 |
| Flare-Solar | 9 | 666 | 400 |
| German | 20 | 700 | 300 |
| Heart | 13 | 170 | 100 |
| Image | 18 | 130 | 1010 |
| Ringnorm | 20 | 400 | 7000 |
| Splice | 60 | 1000 | 2175 |
| Thyroid | 5 | 140 | 75 |
| Titanic | 3 | 150 | 2051 |
| Twonorm | 20 | 400 | 7000 |
| Waveform | 21 | 400 | 4600 |

Table 5.1.: Statistics of the benchmark classification datasets used for the experiments. Given are the name of the datasets, the dimensionality (\#dim) of the instances and the number of training (\#train) as well as test (\#test) examples.

### 5.4. Kernel Classes

In this section we briefly mention some other interesting kernel classes which can be used in the IKL framework.

Polynomial kernels (c.f. Section 2.1.6) are commonly used in kernel classifiers and can be equipped with a weighting factor $1 / \sigma_{d}$ for each feature dimension of the data

$$
\begin{equation*}
k\left(x, x^{\prime} ;\left\{\sigma_{d}\right\}_{d=1}^{D}, p\right)=\left(1+\sum_{d=1}^{D} \frac{x_{d} x_{d}^{\prime}}{\sigma_{d}^{2}}\right)^{p} . \tag{5.10}
\end{equation*}
$$

As for the Gaussian kernels a gradient ascent method can be used to solve the corresponding $D$ dimensional subproblem for $\sigma$. The degree parameter would have to be searched over in a separate step.

Dimensionality reduction or whitening vectorial data using a linear transformation $A$ such as the commonly used Principal Component Analysis (PCA) can be turned into a kernel parameter for any kernel $k$ by using proposal kernels of the form $k\left(x, x^{\prime} ; A\right)=k\left(A x, A x^{\prime}\right)$. In the case the kernel $k$ is differentiable with respect to the parameter $A$ we can use gradient based methods to solve the subproblem. To choose a number of sensible kernel parameters from this set might pose a difficult problem to the designer of the kernels. In those cases it is imperative to have an analytic score to search over this space efficiently.

Product Kernels provide a very flexible class of kernels. We consider those of the form

$$
\begin{equation*}
k\left(x, x^{\prime} ; \gamma_{1}, \ldots \gamma_{K}\right)=\prod_{k=1}^{K} \exp \left(-\gamma_{k} d_{k}\left(x, x^{\prime}\right)\right) \tag{5.11}
\end{equation*}
$$

with some distance functions $d_{k}: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{+}$. The Gaussian kernel used for the previous experiments is a member of this class with $d_{k}$ being the Euclidean distance. By setting $\gamma_{k}=0$ the distance or features $d_{k}$ can be ignored altogether. A kernel of this type recently won the PASCAL VOC 2007 classification challenge [Eve07].

A blend between the $\chi^{2}$ and Gauss kernel which are commonly used kernels for image classification methods. With the following parameterization we can "blend" between them

$$
\begin{equation*}
k\left(x, x^{\prime} ; q\right)=\exp \left(-\sum_{i=1}^{d}\left(x_{i}+x_{i}^{\prime}\right)^{q}\left(x_{i}-x_{i}^{\prime}\right)^{2}\right) . \tag{5.12}
\end{equation*}
$$

The choice $q=-1$ corresponds to the $\chi^{2}$ kernel and $q=0$ to the Gaussian kernel. Note that the search for $q$ is only 1-dimensional and the kernel function is differentiable with respect to $q$.

### 5.5. Conclusion

The experiments show that only limited performance gains can be expected using a linear combination of different kernel functions on standard benchmark datasets. In total we found that for four out of 19 different datasets the classification performance improves if the kernel classes is extended and a linear combination is sought using the IKL/MKL framework.

For the four datasets where a linear combination improves performance the IKL algorithm found better solutions than the MKL approach. This is not surprising since the kernel classes available to the IKL algorithm are much larger and thus more likely to contain well adapted kernels for the problem. Because in the IKL algorithms the kernels are chosen during the training phase
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of the algorithm and not prior to training, the structure of the kernel class can be exploited.

For most datasets we found with both the multiple and infinite kernel learning framework it is possible to automatically select among a large class of kernel functions those which achieve a good performance. We believe that such approaches can be used to assist designers of classification functions in selecting appropriate kernel parameters. This can be used to reduce the amount of prior knowledge needed to design good classification functions and especially inexperienced users may benefit from this feature.

In the next chapter we turn our attention to the special case of classifying image data and propose kernel classes which model the special structure of images. The kernel learning algorithms will be used to select appropriate kernels among these classes.

|  | (single) |  |  |  |  | (separate) |  | (products) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MKL |  | IKL |  | MKL |  | IKL |  |
| Dataset | err | err | \#k | err | \#k | err | \#k | err | \#k |
| Banana | $10.5 \pm 0.5$ | $10.5 \pm 0.5$ | 1.0 | $10.6 \pm 0.5$ | 6.6 | $10.5 \pm 0.5$ | 1.0 | $10.7 \pm 0.5$ | 3.7 |
| Breast-cancer | $25.9 \pm 4.3$ | $27.9 \pm 4.0$ | 2.3 | $26.9 \pm 4.7$ | 2.2 | $26.7 \pm 4.2$ | 4.5 | $25.7 \pm 4.1$ | 16.1 |
| Diabetis | $23.2 \pm 1.6$ | $24.2 \pm 1.9$ | 2.8 | $23.9 \pm 1.6$ | 3.1 | $24.5 \pm 1.6$ | 4.0 | $24.3 \pm 1.8$ | 22.3 |
| Flare-Solar | $32.4 \pm 1.7$ | $35.1 \pm 1.7$ | 1.9 | $34.9 \pm 1.8$ | 3.3 | $34.3 \pm 2.1$ | 2.9 | $32.8 \pm 1.9$ | 2.6 |
| German | $23.7 \pm 2.1$ | $25.3 \pm 2.3$ | 2.0 | $25.1 \pm 2.5$ | 3.2 | $25.1 \pm 2.2$ | 8.3 | $24.6 \pm 2.4$ | 46.1 |
| Heart | $15.2 \pm 3.1$ | $16.4 \pm 3.3$ | 1.0 | $17.0 \pm 3.2$ | 2.7 | $16.7 \pm 4.1$ | 9.0 | $20.1 \pm 3.6$ | 28.2 |
| Image | $3.0 \pm 0.6$ | $3.3 \pm 0.7$ | 1.0 | $3.5 \pm 0.6$ | 6.2 | $3.0 \pm 0.6$ | 1.6 | $1.4 \pm 0.3$ | 27.1 |
| Ringnorm | $1.6 \pm 0.1$ | $1.6 \pm 0.1$ | 1.0 | $1.5 \pm 0.1$ | 5.3 | $1.7 \pm 0.1$ | 2.6 | $2.1 \pm 0.2$ | 16.3 |
| Splice | $10.6 \pm 0.7$ | $11.1 \pm 0.7$ | 2.0 | $11.0 \pm 0.8$ | 2.4 | $6.0 \pm 0.4$ | 24.1 | $3.1 \pm 0.3$ | 72.8 |
| Thyroid | $4.0 \pm 2.2$ | $4.7 \pm 2.1$ | 1.0 | $3.5 \pm 2.1$ | 3.2 | $4.7 \pm 2.1$ | 1.0 | $4.1 \pm 2.0$ | 12.7 |
| Titanic | $22.9 \pm 1.2$ | $22.4 \pm 1.0$ | 1.1 | $22.5 \pm 1.1$ | 3.8 | $22.4 \pm 1.0$ | 1.9 | $22.4 \pm 1.1$ | 5.2 |
| Twonorm | $2.5 \pm 0.1$ | $2.5 \pm 0.1$ | 2.0 | $2.5 \pm 0.2$ | 1.3 | $2.5 \pm 0.1$ | 3.8 | $3.8 \pm 0.4$ | 36.2 |
| Waveform | $10.1 \pm 0.5$ | $9.9 \pm 0.4$ | 2.9 | $9.8 \pm 0.4$ | 3.0 | $10.2 \pm 0.4$ | 9.7 | $11.4 \pm 0.6$ | 33.7 |

Table 5.2.: Test error (err) and number of selected kernels ( $\# \mathrm{k}$ ) on several two class datasets averaged over 100 (20) runs. In bold face are those results which are not statistically indistinguishable from the best result using a paired t-test.
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## Part II.

## Image Classification

## 6. Optimizing Pre-processing Steps via Kernel Learning

In the previous chapters we have introduced kernel classifiers and developed ways to perform automatic kernel selection. In the remainder of this thesis we will discuss how kernel methods can be used for classifying images. We consider image classification as a standard multiclass classification problem, for which the training data are pairs of images and corresponding labels.

The possibility to formalize a notion of similarity between complicated objects, such as images, through the construction of a kernel function has received much attention in the field of image classification and consequently led to the design of specifically tailored kernel functions, e.g. [Rub00, Laz06, Gra07, Ved08]. In this chapter we show how kernel design for standard computer vision problems can be done with the kernel learning approach introduced in chapter 4.

The typical procedure of building a classification function for computer vision systems from data can be split into two parts: the pre-processing pipeline and the search for the classification function itself.

A pre-processing pipeline may include many different steps and each single one influences the overall classification function. For visual object classification there are a number of typical pre-processing steps. These include the choice of type and number of features to be extracted from each image, its transformation to aggregated representations such as histograms and possible normalizations of the latter. The main problem is that the effect of a single choice somewhere along the pipeline on the final classification function is a priori unclear. Most often the only way to quantify its effect is to compare all possible choices.
This is sub-optimal however. Ideally one would like to place a suitable prior over parameter choices and allowing the learning algorithm to freely optimize the quality of the classification function over all parameter settings.

To get closer to this goal, we propose to apply the following simple paradigm when building classification systems. Instead of choosing parameters of preprocessing steps beforehand we turn them into parameters of the kernel function and thus make them available to the kernel learning algorithm. In particular we follow the same line of thinking which was proposed in the previous chapters. Instead of using only one parameterizable kernel, we use general
classes of kernels from which the best kernel is chosen. This is implemented using the technique of MKL with sparsity enforcing priors over the weights (Section 4.2) as well as its non-sparse counterpart (Section 4.2.1).
Pre-processing choices are included into the kernel design and thus are available to the objective function. Optimizing kernel parameters corresponds to optimizing the pre-processing parameters. This allows a principled selection of the various parameters involved in the system.

We will focus on two important problems reoccurring in many computer vision systems and demonstrate how to apply the approach:

1. How to compare various kinds of local features extracted from image patches?
2. How to take into account spatial relationship of image features?

Experiments are presented for both scenarios, learning the optimal codebook for a bag-of-visual-words representation in Section 6.1 and learning the spatial configuration of a spatial kernel function in Section 6.2. We show that the learning-based system consistently outperforms previous approaches on a number of benchmark datasets.

### 6.1. Learning a Codebook of Visual Words

Finding a discriminative image representation is the key challenge for most image classification tasks. A common approach is to represent an image as a collection of local feature descriptors [Mik05a], evaluated at some keypoints of the image [Now06, Mik05b]. This is motivated through the intuition that images depicting the same object or scene do share certain localized parts with similar statistics. Such a collection of image descriptors could be used either by itself or be further transformed into a fixed length representation such as a histogram. Using such a "bag-of-visual-words" representation has become standard practice for many computer vision tasks. The benefit of using a histogram representation is that it converts sets of arbitrary many elements to a fixed length feature descriptor and does not require methods to compare bags of instances.

### 6.1.1. Bag-of-visual-words

The usual procedure to obtain the bag-of-visual-words representation is as follows. In a first step some keypoints in the image plane are generated at which local image descriptors are subsequently computed. This can be realized by so called interest point detectors [Mik05b] that identify stable patterns. That
are those points in the image which are detected even after image transformations like rotation or viewpoint change. A conceptually simpler method is to generate keypoints using a regular grid placed on the image which is also referred to as dense sampling. At each such keypoint an image descriptor is extracted, e.g. a SIFT descriptor [Low99]. A detailed comparison of several different image descriptors can be found in [Mik05a], however the design of efficient and discriminative image descriptors remains an open research topic.

Now a codebook of size $K$ with elements of the same feature space is created, e.g. using a k-means clustering algorithm. All feature descriptors of an image are vector-quantized into the codebook, which yield a histogram representation. This non-linear pre-processing step involves different choices to be made: Which is the best codebook for a given task? How should quantization be performed? Should the resulting representation be normalized and if so, how? Many recent works have addressed these problems and proposed different solutions [Now06, Laz07, vG08].

### 6.1.2. Codebook Kernels

The common part of all approaches making use of bag-of-visual-words representations is the use of a classification function (most often an SVM) after application of the pre-processing pipeline. The approach we advocate here is to start with this function directly and design kernels which correspond to the different choices one could have made beforehand. It is hard to a priori distinguish between discriminative and not-so-discriminative codebooks and therefore we explicitly avoid to do so. We regard the codebooks themselves as free parameters that are available to the learning algorithm to optimize.

We design proposal kernels in the following way. Let $X, X^{\prime}$ be bags of $D$ dimensional image features, e.g. 128 dimensional SIFT features. Each bag might contain a different number of feature descriptors. They are quantized to a histogram representation using a codebook $\mathcal{C}$ with $K$ codewords by means of a nearest-neighbor quantization function

$$
\begin{equation*}
q_{\mathcal{C}}: 2^{\mathbb{R}^{D}} \rightarrow \mathbb{R}_{+}^{K} \tag{6.1}
\end{equation*}
$$

mapping sets of features into a histogram representation using $\mathcal{C}$. We regard each possible choice of a codebook as a parameter of the kernel. The proposal kernels are $\chi^{2}$-kernels of the form

$$
\begin{equation*}
k\left(X, X^{\prime} ;\left\{\gamma^{2}, \mathcal{C}\right\}\right)=\exp \left(-\gamma^{2} \chi^{2}\left(q_{\mathcal{C}}(X), q_{\mathcal{C}}\left(X^{\prime}\right)\right)\right), \tag{6.2}
\end{equation*}
$$

where $\chi^{2}: \mathbb{R}^{K} \times \mathbb{R}^{K} \rightarrow \mathbb{R}$ denotes the $\chi^{2}$ distance function introduced in Section 2.1.6. We refer to this kernel as a codebook kernel due to its dependency of a codebook. We could jointly optimize over $\gamma^{2}$ but for simplicity fix $\gamma^{2}$ to be the reciprocal of the median of all pairwise training distances. The only parameter left in the problem is the codebook $\mathcal{C}$.

A linear combination of kernels which correspond to different codebooks can also be understood as a soft quantization step. In a soft quantization each image descriptor is mapped into a vector with continuous values rather than a binary one. The value in each bin depends on the distance of the image descriptor to the prototype of the bin. The final histogram for an image is obtained by summing the vectors of all the image descriptors as done for hard quantization. Therefore the position of an image in the feature space is described more precisely since it is measured with respect to multiple points.

## Learning with Codebook Kernels

Learning a linear combination of the codebook kernels using IKL involves the maximization of the subproblem $T(\mathcal{C} ; \alpha)$ over the set of all possible codebooks. Since this is difficult we aim for an approximation and optimize $T(\mathcal{C} ; \alpha)$ by evaluating it at many different codebooks. A codebook is generated by randomly sampling feature vectors from the training set that are subsequently used as prototypes used for the quantization step.

### 6.1.3. Benchmark Datasets

We test our approach of learning the codebook on four standard datasets. Some sample images from these datasets are shown in Figure 6.1. We continue with a more detailed description of the datasets. The first three contain images of textures, whereas the last one is a benchmark dataset for object detection.

## Brodatz

The Brodatz [Cen] dataset ${ }^{1}$ contains 112 textures images, one per class. These images were subdivided into thirds horizontally and vertically to produce 9 images per class.

## KTH-TIPS

The KTH-TIPS [Fri04] dataset ${ }^{2}$ of textures contains 810 images from ten different categories: aluminum, brown bread, corduroy, cotton, cracker, linen, orange peel, sandpaper, sponge and styrofoam. For each category 81 images are available that are recorded at nine different scales.

## UIUCTex

The UIUCTex dataset [Laz05] ${ }^{3}$, consists of 40 images per class of 25 textures distorted by significant viewpoint changes and some non-rigid deformations.
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Figure 6.1.: Four example images from each of the datasets used for codebook learning experiments. All datasets are multiclass, see text for details.

## Graz-02

The Graz dataset $[\mathrm{Ope} 06]^{4}$ was designed for benchmarking object classification algorithms. It contains three different object classes, bikes, persons, cars, and one background class. The background images are taken at similar locations but do not depict any of the aforementioned objects. Without the background class the dataset consists of 1096 images that are equally divided into the three categories.

[^7]
### 6.1.4. Experimental Setup

We extract PCA-SIFT [Ke04] feature descriptors from the images using a dense grid of points. The radius of the patches we use for feature extraction is varied over 4 different scales ( 8 to 50 pixels for the UIUCTex images and 4 to 16 pixels for the others). This resulted in the following numbers of features per image for the datasets: Brodatz 1764 features, KTH-TIPS 1600, Graz-02 3072 and UIUCTex 1976 features. The PCA-SIFT features are 36 dimensional and all images within one dataset yield the same number of feature descriptors since they are all of the same size.

Each dataset is split 25 times into half, where one half is used for training and the other half for testing. The first five splits are used for model selection: we choose the regularization constant $C$ from the range $10^{-2}, 10^{-1}, \ldots, 10^{3}$ which gives the best performance on those five splits. This choice for the hyperparameter is subsequently applied to all 25 splits of the data to obtain the reported result. We resolve multiclass decisions by using one-versus-rest classifiers. We use three different codebook sizes $K \in\{100,300,1000\}$.

As a baseline we implemented a SVM classifier using a single codebook only. Empirically we found that it is the classification performance does not depend on whether the codebook used for this experiment is created using a k-means clustering of training features or created by sampling the prototypes at random from the pool of all training features. This finding is consistent with a result reported in [Now06].

All other methods have access to multiple codebooks. In summary we compare the following four different models

1. SVM using a single codebook kernel;
2. SVM using an average of multiple codebook kernels with uniform weights $\left(d_{\theta}=1 /|\Theta|\right) ;$
3. $\ell_{1}$ MKL learning of the weights;
4. $\ell_{2}$ MKL learning of the weights.

### 6.1.5. Results

The results of the experiments are shown in Figure 6.2 and Table 6.1. For all plots in the figure the size of the codebook is color coded. A solid line represents the results obtained using a single codebook only. The dashed lines are the results of averaging a different number of codebook kernels but without applying any learning procedure. The results using learning are depicted as a circle for the $\ell_{2}$ results and as a star for the $\ell_{1}$ results. They are plotted at the position on the x -axis which corresponds to the number of positive mixing weights $d_{\theta}$. This corresponds to the number of selected codebook kernels.


Figure 6.2.: Error rates as function of the number of codebooks on four datasets. The solid line corresponds the result obtained using a single codebook, dashed are results averaging over multiple codebooks. The circle (and stars) correspond to the $\ell_{2}$-MKL (and $\ell_{1}$-MKL) results using all kernels. The MKL results are plotted at the position of the x -axis which corresponds to the number of selected kernels.

### 6.1.6. Discussion

From the results we learn the following.

1. Using many codebooks and simply averaging the resulting Gram matrices consistently improves the performance with respect to using only a single codebook (dashed versus solid lines). This holds for all codebook sizes.
2. Using $\ell_{2}$-MKL learning does not significantly improve the result over a simple averaging step but leads to similar results (circles versus dashed lines).
3. The $\ell_{1}$-MKL yields competitive results for the datasets UIUCTex and TU-Graz (stars). This is achieved with only a small number of codebooks which is of advantage at test time.

|  |  | Single | Average |  | $\ell_{1}$-MKL |  | $\ell_{2}$-MKL |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| Dataset | K | err | err | $\# \mathrm{k}$ | err | $\# \mathrm{k}$ | err | $\# \mathrm{k}$ |
| Brodatz | 10 | $46.3 \pm 1.8$ | $11.4 \pm 1.6$ | 250 | $13.4 \pm 1.8$ | 11.9 | $11.1 \pm 1.4$ | 250 |
| Brodatz | 300 | $14.4 \pm 1.1$ | $9.2 \pm 1.6$ | 250 | $9.8 \pm 1.2$ | 6.6 | $9.0 \pm 1.8$ | 250 |
| Brodatz | 1000 | $11.1 \pm 1.5$ | $9.1 \pm 1.3$ | 250 | $9.7 \pm 1.5$ | 5.1 | $\mathbf{8 . 9} \pm \mathbf{1 . 2}$ | 250 |
| KTH-TIPS | 10 | $33.4 \pm 4.5$ | $\mathbf{8 . 0} \pm \mathbf{2 . 5}$ | 250 | $10.4 \pm 2.3$ | 28.2 | $8.3 \pm 1.6$ | 250 |
| KTH-TIPS | 300 | $13.0 \pm 2.2$ | $8.5 \pm 2.0$ | 250 | $8.8 \pm 2.6$ | 13.0 | $8.5 \pm 2.4$ | 250 |
| KTH-TIPS | 1000 | $11.3 \pm 2.2$ | $9.6 \pm 2.0$ | 250 | $9.8 \pm 2.1$ | 9.3 | $9.7 \pm 2.2$ | 250 |
| UIUCTex | 10 | $36.4 \pm 2.4$ | $6.1 \pm 1.0$ | 250 | $7.3 \pm 1.2$ | 20.9 | $6.2 \pm 1.1$ | 250 |
| UIUCTex | 300 | $10.1 \pm 1.1$ | $\mathbf{5 . 8} \pm \mathbf{0 . 8}$ | 250 | $5.9 \pm 0.8$ | 9.7 | $5.9 \pm 0.9$ | 250 |
| UIUCTex | 1000 | $8.7 \pm 1.0$ | $6.3 \pm 0.8$ | 250 | $6.6 \pm 1.0$ | 7.7 | $6.3 \pm 1.1$ | 250 |
| TU-Graz | 10 | $39.8 \pm 3.1$ | $24.2 \pm 2.2$ | 250 | $25.0 \pm 2.2$ | 47.3 | $24.0 \pm 2.3$ | 250 |
| TU-Graz | 300 | $24.7 \pm 1.8$ | $19.8 \pm 2.0$ | 250 | $20.2 \pm 1.8$ | 23.2 | $19.5 \pm 2.0$ | 250 |
| TU-Graz | 1000 | $22.7 \pm 2.5$ | $19.2 \pm 1.8$ | 250 | $19.3 \pm 1.8$ | 15.4 | $\mathbf{1 8 . 9} \pm \mathbf{1 . 6}$ | 250 |

Table 6.1.: Classification error (err) and number of selected kernels (\#k) for the datasets Brodatz, KTH-TIPS, UIUCTex and Graz-02. We compare four methods: single codebook with SVM, averaging of different codebook kernels, and learning the weights using $\ell_{1}$ and $\ell_{2}$-MKL. All results are averaged over 25 runs for each of which the data is split into $50 \%$ training and $50 \%$ test images. The best result for each dataset is printed in boldface.
4. The $\ell_{1}$-MKL solution is much better than just averaging a comparative random number of codebooks (stars versus dashed lines). Thus $\ell_{1}$-MKL learning is able to find a more discriminative codebook and is advantageous over random sampling the same number of codebooks.

A notable result is that even using a small codebook with only 10 elements yields competitive performance on KTH-TIPS and UIUCTex. We checked that there is no further performance gain in averaging over even more codebooks, the results level out at 250 codebooks.

The hard quantization step using the function $q_{\mathcal{C}}$ in Equation (6.1) is not the only applicable choice. Different quantization schemes are applicable, like the soft quantization mentioned above. For example in [vG08] different types of soft quantization with different normalization based on uncertainty or plausibility have been proposed and were compared to each other. In our framework we do not pick one soft quantization and normalization beforehand but offer all of them to the learning algorithm.


Figure 6.3.: Schematic illustration of the spatial pyramid scheme. The original image (left) from the Graz-02 dataset and the decomposition into the first two levels of the spatial pyramid (middle and right). For each cell of the pyramid a separate histogram is computed.

### 6.2. Learning the Optimal Spatial Layout

Kernels making use of spatial information of the image are an instructive example of how special structure of the data can be used for kernel design. The idea behind a spatial kernel is very simple and dates back to local receptive fields of neural networks. Instead of comparing two images in its entirety only those features that fall into a certain subwindow are compared, e.g. all those of the upper half. To use this idea for kernel functions was first suggested for handwritten digit classification in [Sch97] in combination with polynomial kernels.

In this section we will present how the spatial kernel design can be guided by using a kernel learning approach.

### 6.2.1. Spatial Kernels

In the following we will discuss the main ideas behind spatial kernels and then show how our paradigm can be applied to this class of kernels.

## Spatial Pyramid Kernel

The spatial pyramid match kernel was developed in [Laz06] as a spatial variant of the so called pyramid match kernel [Gra07]. It gained some attention after excellent performance on the standard Caltech datasets were reported making use of this kernel [Laz06, Gri07] ${ }^{5}$. Both kernels fall into the larger class of kernels comparing probability distributions [Hei05].

The spatial pyramid scheme is implemented as follows. We subdivide the image into $L$ different levels of a pyramid, enumerated by $l=0,1, \ldots, L-1$.

[^8]The level $l$ corresponds to a $2^{l} \times 2^{l}$ equally spaced grid on the image plane, and thus consists of $4^{l}$ non overlapping cells of equal size. Level 0 of the pyramid is the image itself. This procedure is also illustrated in Figure 6.3. In this construction higher levels of the pyramid correspond to a finer griding of the image. We build a histogram for each cell in a level $l$ individually which results in $4^{l}$ histograms for this level. All histograms of one level are concatenated for a final representation yielding a feature vector of dimension $4^{l} K$.

The spatial pyramid kernel compares two images by measuring the similarity between the concatenated histograms for each level individually and linearly combining them as

$$
\begin{equation*}
k\left(x, x^{\prime} ;\left\{\theta_{l}, d_{l}\right\}_{l=0}^{L-1}\right)=\sum_{l=0}^{L-1} d_{l} k_{l}\left(x, x^{\prime} ; \theta_{l}\right), \tag{6.3}
\end{equation*}
$$

with $k_{l}$ being the kernel comparing the images $x$ and $x^{\prime}$ only through level $l$. The authors of [Laz06] propose weighting coefficients $d_{l}=2^{-(L-l)}$ with $L$ being the maximum level, usually around 3 . This choice gives more importance to the finer levels of the pyramid. Although good results are reported using the spatial pyramid kernel, the natural question arises whether or not the pyramidal representation of the image is the best for a given task and if the intuition behind the choice of $d_{k}$ is justified. In the following we will address these two questions.

## A General Class of Spatial Kernels

Instead of pre-choosing the spatial layout and its combination weights we will move these design choices into the learning problem. To this end we propose the following class of spatial kernels. By $B$ we denote a box in the image plane defined in relative coordinates, such that its specification is independent of the actual size of the image. With $\chi_{B}^{2}\left(x, x^{\prime}\right)$ we denote the $\chi^{2}$-distance comparing two images represented by a collection of local features, taking into account only features which fall into the box $B$. Our proposal kernels are of the following form

$$
\begin{equation*}
k\left(x, x^{\prime} ;\left\{\gamma^{2}, B\right\}\right)=\exp \left(-\gamma^{2} \chi_{B}^{2}\left(x, x^{\prime}\right)\right) . \tag{6.4}
\end{equation*}
$$

For the experiments the parameter $\gamma^{2}$ is again chosen as the reciprocal of the median of the pairwise distances.

During $\ell_{1}$-MKL learning we have to maximize the function $T(B ; \alpha)$ over all possible boxes. This could be done by the efficient subwindow search method [Lam08b] using a branch-and-bound algorithm ensuring global optimality. For simplicity we resort to approximate optimization by evaluating $T$ at many samples. In order to do so, a box is sampled uniformly from the set of all boxes which fall entirely in the image. This distribution favors small boxes as in the pyramid construction. In the upper left picture of Figure 6.7


Figure 6.4.: 18 example images from the Caltech- 101 dataset. In total there are 102 different classes of object categories.
we plotted 1000 randomly sampled boxes on top of each other. Points in the middle of an image appear in more boxes than points at the boundary. In the pyramidal representation every pixel coordinate falls into the same number of boxes, thus the corresponding picture would be all-white.

### 6.2.2. Benchmark Datasets

To test the effectiveness of our paradigm, we re-implemented and augmented the experiments of [Laz06]. Experiments were carried out on two datasets, the Scene-13 dataset $[\operatorname{Li} 05]^{6}$ consisting of thirteen different scene types like kitchen, landscape, urban, etc. shown in Table 6.5 and the prominent Caltech$101[\mathrm{FF} 04]^{7}$ dataset. The latter consists of 101 classes, with the number of training images per class ranging from 31 to 800 . Some sample images are shown in Figure 6.4.

We seek to demonstrate how the spatial layout can be optimized over in our framework and are not aiming to compete with the state-of-the-art methods for this dataset. In order to obtain competitive results with the best reported Caltech-101 results, e.g. [Gri07, Pin08] one would at least need to integrate
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Figure 6.5.: Example images from the Scene-13 dataset, one image per category
more feature cues such as color information. This will be the topic of the next chapter where we will show how to combine different features to increase the classification performance for this particular dataset.

The Scene-13 dataset is split 10 times using 100 images of each category as training and the rest as testing images. Following common practice for the Caltech-101 dataset we used conducted two experiments using 15 and 30 training images per category and the remaining ones for testing. We report the multiclass error that is obtained by averaging the per class recall rates to not over-emphasize categories with a large number of images. The multiclass error $\operatorname{err}_{m c}$ is the average

$$
\begin{equation*}
\operatorname{err}_{m c}=\frac{1}{\mathcal{C}} \sum_{c=1}^{\mathcal{C}} \operatorname{err}(c) \tag{6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{err}(c)=\frac{\text { true positives in class } c}{\text { elements in class } c} \tag{6.6}
\end{equation*}
$$

The results are averaged over five independent splits of the data.

### 6.2.3. Experimental Setup

SIFT features of 128 dimensions are extracted densely from the image using every 10th pixel at four different scales with the radii $4,8,12$ and 16 .

Subsequently the features are quantized to a codebook of size $K=300$ (and additionally $K=1000$ for the experiments on Scene-13). The codebook size is kept fix in order to eliminate the relative influence of this choice in the results. For the Caltech-101 experiments the regularizer was set to $C=1000 .{ }^{8}$ For the Scene-13 dataset we perform model selection to choose $C \in\{0.1,1,10,100\}$ using five-fold cross validation on the training set only. As before, a one-versusrest scheme is used to resolve multiclass decisions.
Three different spatial layouts were used for the experiments

1. a pyramidal representation using concatenated histograms within the levels (marked "Levels" in Table 6.2 and 6.3);
2. using all cells of the pyramid as bounding boxes $B$ for the spatial kernel (6.4) ("Cells");
3. randomly sampling bounding boxes as described above.

### 6.2.4. Results

In Figure 6.6 the performance of the different approaches is plotted as a function of the number of available proposal kernels. Solid lines correspond to results making use of randomly sampled boxes to generate the proposal kernels and dashed lines to those using the pyramidal representation. The red line depicts the $\ell_{1}$-MKL results, but additionally we plotted the result obtained by using all subwindow kernels ( 125 for Scene-13 and 1000 for Caltech-101) at the position of the x -axis corresponding to thee number of selected kernels.
The raw numbers of the experiments are shown in the Tables 6.2 and 6.3.

### 6.2.5. Discussion

From the results we can draw the following conclusions.

1. On both datasets, the use of randomly sampled boxes outperforms the pyramid layout using both fixed and learned mixing coefficients. This improvement is substantial for the Caltech-101 indicating that the pyramidal layout that has been used so far is not well suited for this kind of image data.
2. For the Scene-13 dataset the $\ell_{1}$-MKL performs better, on the Caltech dataset the $\ell_{2}$-MKL gives better results. This is presumably due to the fact that the Caltech images depict the objects in the center of the image and thus the average of all bounding boxes (Figure 6.7, upper left) is a more suitable prior of the discriminative regions in the image.
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Figure 6.6.: Results of the classification task on the Scene-13 dataset (upper) and Caltech-101 (lower) using 15/30 training images. The dashed lines correspond to the best result obtained using a pyramidal representation. The solid lines are results from averaging and learning using randomly sampled boxes. Additionally we plot the $\ell_{1}-\mathrm{MKL}$ result at the position of the x -axis corresponding to the number of selected kernels. (Thus the rightmost value of the solid red line coincides with the red star marker.)
3. Learning using $\ell_{2}$-MKL improves over simple averaging, but averaging is a competitive baseline.
4. The choice $d_{l}=2^{-(L-l)}$ yields good performance but an averaging is equally good.

For the Caltech-101 dataset the best stated result in [Laz06] is $35.4 \%$ misclassification error using 30 training points (picking the best obtained test error a-posteriori). We record $36.9 \%$ for our re-implementation of their method using a pyramidal layout with the choice of $d_{l}=2^{-(L-l)}$ but only $33.5 \%$ for randomly sampled subwindows and $\ell_{2}$-MKL optimization.
Five spatial layouts found by the $\ell_{1}$-MKL algorithm for the Scene- 13 dataset are shown in Figure 6.7(b)-(f) again by plotting the participating bounding


Figure 6.7.: The upper left image (a) depicts 1000 randomly sampled boxes plotted on top of each other with equal weights. The other five images (b)-(f) show the learned spatial configuration for different classes of the Scene-13 dataset. Each one outperforms the pyramidal representation for both levels and cells.
boxes on top of each other. All of the configurations shown in this plot outperform the pyramidal representation, no matter if the weights are set a priori or learnt. For the livingroom and bedroom classes many small subwindows which are approximately uniformly distributed over the image are identified to be discriminative. Conversely for the classes MITcoast, MITtallbuilding and CALsuburb, very large boxes are selected for the final kernel. Here, large regions are to be compared for good results whereas images of bedrooms and livingrooms consist of many small details. We are cautious to not over-interpret the resulting spatial layout but it is evident from the plot that for different classes different configurations are identified.

In summary, the experiments demonstrate that we can learn a mixture of kernels, each of which has access to only a limited part of the image. This overcomes the fixed-grid limitation of the standard spatial pyramid kernel and improves classification performance on both datasets. Although the choice of a pyramidal scheme for image kernels is intuitively appealing it is nevertheless
arbitrary.

### 6.3. Conclusion

The goal of this chapter was to demonstrate that arbitrary design choices should be avoided when it is possible to optimize over them.

We proposed to view parameters of the pre-processing pipeline as kernel parameters and offer them to a learning algorithm. In particular we focused on two important problems of image classification systems. The demonstrated benefit is two-fold,

- we are relieved from making manual parameter choices;
- the resulting classification functions perform better.

For the practitioner the experimental results give some general insights on what can be expected to work: if many different but equally plausible preprocessing choices exist, then a simple averaging gives competitive results; we have seen this behavior for the codebook learning experiments. If on the other hand it is expected that only few of many possible pre-processing choices are effective, then MKL/IKL can identify the best ones and there is no need for manual pre-selection; this has been observed on the spatial layout learning experiment and the Scene-13 dataset.

We believe the proposed methodology has applications in all high-level computer vision tasks where machine learning methods are used successfully.

| Level | Single SVM Levels | Average |  | $2^{-(L-l)}$ |  | $\ell_{1}$-MKL |  | $\ell_{2}$-MKL |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Levels | Cells | Levels | Cells | Levels | Cells | Levels | Cells |
| $0(1 \times 1)$ | $26.1 \pm 1.0$ | - | - | - | - | - | - | - | - |
| $1(2 \times 2)$ | $22.0 \pm 0.5$ | $21.3 \pm 0.6$ | $21.2 \pm 0.9$ | $21.1 \pm 0.7$ | $21.6 \pm 0.9$ | $21.3 \pm 0.6$ | $21.0 \pm 0.5$ | $20.9 \pm 0.7$ | $21.2 \pm 0.9$ |
| $2(4 \times 4)$ | $20.9 \pm 0.6$ | $19.8 \pm 0.5$ | $19.8 \pm 0.5$ | $19.7 \pm 0.6$ | $20.3 \pm 0.6$ | $19.7 \pm 0.5$ | $20.3 \pm 0.7$ | $19.7 \pm 0.6$ | $19.6 \pm 0.6$ |
| $3(8 \times 8)$ | $22.6 \pm 1.0$ | $19.5 \pm 0.5$ | $20.7 \pm 1.0$ | $19.8 \pm 0.6$ | $21.4 \pm 0.7$ | $19.7 \pm 0.4$ | $20.3 \pm 0.3$ | $19.5 \pm 0.4$ | $20.4 \pm 0.8$ |
| 125 random win. | - | 20.6 | $\pm 0.9$ |  |  | $19.0 \pm 0.8$ | (21 kernels) | 20.3 | 0.9 |

Table 6.2.: Error rates on the Scene-13 dataset averaged over 10 splits. We used different pyramidal setups, either (Levels) concatenating all cell histograms of one level or (Cells) using each single pyramid cell as one kernel. The last row gives the result when using random subwindows for the layout.
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## 7. Image Feature Combination for Multiclass Object Classification

### 7.1. Introduction

In this chapter we address the problem of object category classification by combining multiple diverse feature types. For a given test image the classifier has to decide which class the image belongs to. This problem is challenging because the instances belonging to the same class usually have high intra-class variability.
To overcome the problem of variability, one strategy is to design feature descriptors which are highly invariant to the variations present within the classes. Invariance is an improvement, but not all of the feature descriptors will have the same discriminative power for all classes. For example, features based on color information might perform well when classifying flowers of different types, whereas a classifier for cars should be invariant to the actual color of the car. Therefore it is widely accepted that, instead of using a single feature type for all classes it is better to adaptively combine a set of diverse and complementary features - such as features based on color, shape and texture information - in order to discriminate each class best from all other classes.
Finding these feature combinations is a recent trend in class-level object recognition and image classification. One popular method in computer vision to tackle this problem is MKL. In the application of MKL to object classification, the approach can be seen to linearly combine similarity functions between images such that the combined similarity function yields improved classification performance [Kum07, Lin07, Var07]. ${ }^{1}$

In Section 7.2 we give a general overview of the addressed problem. The

[^11]Sections 7.3-7.5 describes several combination approaches. Experiments are presented in Section 7.6 and 7.7. We conclude in Section 7.8.

### 7.2. Feature Combination Methods

We begin with a formal definition of the problem we address in this chapter.
Definition 7.2.1 (Feature Combination Problem). Given a training set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1, \ldots, n}$ of $n$ instances consisting of an image $x_{i} \in \mathcal{X}$ and a class label $y_{i} \in\{1, \ldots, \mathcal{C}\}$, and given a set of $F$ image features $f_{m}: \mathcal{X} \rightarrow \mathbb{R}^{d_{m}}, m=$ $1, \ldots, F$ where $d_{m}$ denotes the dimensionality of the $m$ 'th feature descriptor, the problem of learning a classification function $y: \mathcal{X} \rightarrow\{1, \ldots, \mathcal{C}\}$ from the features and training set is called feature combination problem.

A typical example of such a feature $f_{m}$ would be a bag-of-visual-words histogram of the image as introduced in Section 6.1.1. Then, the corresponding dimensionality $d_{m}$ would be the codebook size used for the vector quantization step.

In the following, we will use the name feature combination method for all methods which address the feature combination problem.

The feature combination problem is a special case of multiclass classification. Since the main topic of this thesis are kernel methods we will address the problem of learning a multiclass classifier from training data by means of kernel classifiers. As described earlier, kernel methods make use of kernel functions defining a measure of similarity between pairs of instances. In the context of feature combination it is useful to associate a kernel to each image feature as follows. For a kernel function $k$ between real vectors we define the short-hand notation

$$
\begin{equation*}
k_{m}\left(x, x^{\prime}\right)=k\left(f_{m}(x), f_{m}\left(x^{\prime}\right)\right), \tag{7.1}
\end{equation*}
$$

such that the image kernel

$$
\begin{equation*}
k_{m}: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \tag{7.2}
\end{equation*}
$$

only considers similarity with respect to image feature $f_{m}$. If the image feature is specific to a certain aspect, say, it only considers texture information, then the kernel measures similarity only with regard to this aspect. The subscript $m$ of the kernel can be understood as indexing into the set of features.

In the following, for notational convenience, we will denote the kernel response of the $m^{\prime}$ 'th feature for a given sample $x \in \mathcal{X}$ to all training samples $x_{i}$, $i=1, \ldots, n$ as $K_{m}(x) \in \mathbb{R}^{n}$ with

$$
K_{m}(x)=\left[k_{m}\left(x, x_{1}\right), k_{m}\left(x, x_{2}\right), \ldots, k_{m}\left(x, x_{n}\right)\right]^{T} .
$$

In case $x$ is the $i^{\prime}$ th training sample, i.e. $x=x_{i}$, then $K_{m}(x)$ is simply the $i^{\prime}$ th column of the $m^{\prime}$ th kernel matrix.

| Name | Test-time function | Coefficients | Training | Parameters | References |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Averaging | $y(x)=\underset{c=1, \ldots, \mathcal{C}}{\operatorname{argmax}}\left[\alpha_{c}^{\top}\left(\frac{1}{F} \sum_{m=1}^{F} K_{m}(x)\right)+b_{c}\right]$ | $\begin{aligned} & \alpha \in \mathbb{R}^{c \times n} \\ & b \in \mathbb{R}^{\mathcal{C}} \end{aligned}$ | $(\alpha, b)_{c}$, ind. | C |  |
| Product | $y(x)=\underset{c=1, \ldots, \mathcal{C}}{\operatorname{argmax}}\left[\alpha_{c}^{\top}\left(\prod_{m=1}^{F} K_{m}(x)\right)^{1 / F}+b_{c}\right]$ | $\begin{aligned} & \alpha \in \mathbb{R}^{c \times n} \\ & b \in \mathbb{R}^{\mathcal{C}} \end{aligned}$ | $(\alpha, b)_{c}$, ind. | C |  |
| MKL | $y(x)=\underset{c=1, \ldots, \mathcal{C}}{\operatorname{argmax}} \sum_{m=1}^{F} \beta_{m}^{c}\left(\alpha_{c}^{\top} K_{m}(x)+b_{c}\right)$ | $\begin{aligned} & \beta \in \mathbb{R}^{\mathcal{C} \times F} \\ & \alpha \in \mathbb{R}^{\mathcal{C} \times n} \\ & b \in \mathbb{R}^{\mathcal{C}} \end{aligned}$ | $\left(\alpha_{c}, b_{c}, \beta^{c}\right)_{c}$ <br> ind. | C | $\begin{aligned} & {[\mathrm{Bac} 04,} \\ & \text { Son06, } \\ & \text { Var07] } \end{aligned}$ |
| MC-MKL | $y(x)=\underset{c=1, \ldots, \mathcal{C}}{\operatorname{argmax}} \sum_{m=1}^{F} \beta_{m}^{c}\left(\alpha_{c}^{\top} K_{m}(x)+b_{c}\right)$ | $\begin{aligned} & \beta \in \mathbb{R}^{\mathcal{C} \times F} \\ & \alpha \in \mathbb{R}^{\mathcal{C} \times n} \\ & b \in \mathbb{R}^{\mathcal{C}} \end{aligned}$ | $\begin{aligned} & \left((\alpha, b, \beta)_{c}\right) \\ & \text { jointly } \end{aligned}$ | C | [Zie07] |
| CG-Boost | $y(x)=\underset{c=1, \ldots, \mathcal{C}}{\operatorname{argmax}}\left[\sum_{m=1}^{F} \alpha_{c, m}^{\top} K_{m}(x)+b_{c}\right]$ | $\begin{aligned} & \alpha \in \mathbb{R}^{c \times F \times n} \\ & b \in \mathbb{R}^{c} \end{aligned}$ | $(\alpha, b)_{c}$, ind. | C | [Bi04] |
| LP- $\beta$ | $y(x)=\underset{c=1, \ldots, \mathcal{C}}{\operatorname{argmax}} \sum_{m=1}^{F} \beta_{m}\left(\alpha_{c, m}^{\top} K_{m}(x)+b_{c, m}\right)$ | $\begin{aligned} & \beta \in \mathbb{R}^{F} \\ & \alpha \in \mathbb{R}^{\mathcal{C} \times F \times n} \\ & b \in \mathbb{R}^{\mathcal{C} \times F} \end{aligned}$ | 1. $(\alpha, b)_{c}$, ind <br> 2. $\beta$, jointly | 1. $C_{m}$ <br> 2. $\nu \in(0,1)$ | [Dem02] |
| LP- $B$ | $y(x)=\underset{c=1, \ldots, \mathcal{C}}{\operatorname{argmax}} \sum_{m=1}^{F} B_{m}^{c}\left(\alpha_{c, m}^{\top} K_{m}(x)+b_{c, m}\right)$ | $\begin{aligned} & B \in \mathbb{R}^{F \times \mathcal{C}} \\ & \alpha \in \mathbb{R}^{\mathcal{C} \times F \times n} \\ & b \in \mathbb{R}^{\mathcal{C} \times F} \end{aligned}$ | 1. $(\alpha, b)_{c}$, ind <br> 2. $B$, jointly | 1. $C_{m}$, <br> 2. $\nu \in(0,1)$ | [Dem02] |

Table 7.1.: Comparison of multiclass learning approaches to the feature combination problem in image and object classification. In the column "Training" it is also noted which parameters are trained independently (ind.) w.r.t. to classes $c$ and which are trained jointly. The methods LP- $\beta$ and LP- $B$ are trained in two separate stages, which is denoted by 1 . and 2 . In principle one can select a regularization constant $C$ for each class separately. We used only one value of $C$ for all classes jointly.

Feature selection as kernel selection In this chapter we study kernel classifiers that aim to combine several kernels into a single model. Since we associate image features with kernel functions, kernel combination/selection translates naturally into feature combination/selection.

In the following we will present several methods in a unified setting along with their training procedures. An overview of the different methods in their multiclass variant can also be found in the Table 7.1.

### 7.3. Methods: Baselines

We include three simple baseline methods, both of which combine kernels in a pre-defined deterministic way to form a new kernel that is subsequently used for SVM training.

### 7.3.1. Best Single Feature

A conceptually simple approach is the use of Cross Validation to select a single kernel from the set $\left\{k_{1}, \ldots, k_{F}\right\}$. Every feature combination method should be able to outperform this baseline method or at least match its performance if a single feature is sufficient for good classification.

### 7.3.2. Averaging Kernels

Arguably the simplest method to combine several kernels is to average them. We define the kernel function

$$
\begin{equation*}
k^{*}\left(x, x^{\prime}\right)=\frac{1}{F} \sum_{m=1}^{F} k_{m}\left(x, x^{\prime}\right), \tag{7.3}
\end{equation*}
$$

which is subsequently used in a support vector machine (SVM).

Training The only free parameters are the SVM parameters. We use CV to estimate the best regularization constant. A multiclass variant is built using a one-versus-rest scheme.

### 7.3.3. Product Kernels

The next baseline method we consider is to combine several kernel by multiplication. All $F$ kernels we use are of the form $k_{m}\left(x, x^{\prime}\right)=\exp \left(-\gamma_{m} d_{m}\left(x, x^{\prime}\right)\right)$ and we use

$$
\begin{equation*}
k^{*}\left(x, x^{\prime}\right)=\prod_{m=1}^{F} \exp \left(-\frac{\gamma_{m}}{F} d_{m}\left(x, x^{\prime}\right)\right) \tag{7.4}
\end{equation*}
$$

as the single kernel in a SVM.

Training Same as for averaging.

### 7.4. Methods: Multiple Kernel Learning

In MKL the kernel combination is a part of the optimization problem. This method was already introduced in depth in Chapter 4 and we just recall the that the final decision function of MKL is of the following form

$$
\begin{equation*}
F_{\mathrm{MKL}}(x)=\operatorname{sign}\left(\sum_{m=1}^{F} \beta_{m}\left(K_{m}(x)^{T} \alpha+b\right)\right) . \tag{7.5}
\end{equation*}
$$

A slightly different variant of the multiple kernel learning objective (4.10) has been proposed in [Var07] specifically for the task of feature combination. We also implemented this variant but found that for all experiments the results using either variant do not differ. Therefore we omitted the presentation of these results, they can be regarded as equal to the ones obtained using the previously used MKL solution.

Training The only free parameter in the MKL approaches provided that the proposal kernels are pre-selected is the regularization constant $C$, which is chosen using CV. A multiclass decision is resolved with a one-versus-rest scheme. The final decision function is also shown in Table 7.1. All one-versus-rest classifiers can be trained in parallel.

Multiclass MKL For strongly unbalanced datasets a MKL classifier trained as a multiclass classifier might be preferable over the one-versus-rest setup. The authors of [Zie07] derive such a MC-MKL formulation in which all parameters for all classes are trained jointly. Due to performance issues this approach renders infeasible for the large scale experiments presented here. ${ }^{2}$.

### 7.5. Methods: Boosting Approaches

As last class of feature combination methods we look at boosting approaches and in particular propose two more methods which are inspired by the MKL decision function. All methods in this section are, as MKL, based on mixtures of kernels. We start with the presentation of the binary classifier in 7.5.1 and generalize it to the multiclass case in Section 7.5.2.
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### 7.5.1. LPBoost - Binary Classification

With the mixing coefficients $\beta_{m}$ summing to one, the binary MKL decision function is a convex linear combination of the real valued outputs of $F$ SVMs $f_{m}(x)=K_{m}(x)^{T} \alpha+b$. Furthermore we observe that all of the SVMs included in the sum share the same parameter set $\{\alpha, b\}$. Having noted this, MKL can be understood as a restricted version of the following more general form

$$
\begin{equation*}
F(x)=\operatorname{sign}\left(\sum_{m=1}^{F} \beta_{m} f_{m}(x)\right) \tag{7.6}
\end{equation*}
$$

where $f_{m}(x)$ are some real valued functions, not necessarily support vector machines and not necessarily trained jointly. In Boosting terminology the $f_{m}$ are known as weak learners.

This observation leads naturally to the following model. We use the kernels $k_{m}, m=1, \ldots, F$ to train separate SVMs $f_{m}$, resulting in different parameter sets $\left\{\alpha_{m}, b_{m}\right\}$. Subsequently we optimize over $\beta=\left\{\beta_{1}, \ldots, \beta_{F}\right\}$ in a second step. Each individual function $f_{m}$ is not restricted to share the parameters but can be trained independently to yield maximal generalization. The details of this two-step learning procedure are given in Section 7.5.2.
The possibility of unconstraining the SVM parameters $\alpha$ does not enhance the space of possible decision functions. A resulting decision function of form (7.6) is a convex combination of several hyperplanes and thus itself again a hyperplane. If it were the optimal one for the MKL problem it could, due to the representer theorem, be represented as a combination of the kernel evaluations using only $n$ training points.

A benefit of training the parameters in a two stage process is that with only $F$ mixing coefficients to optimize over in the second step, a true multiclass formulation becomes feasible. The downside of the approach is that it is more demanding in terms of training data.

Problem formulation We propose to learn all parameters of the model in two separate steps. In the first step the functions $f_{m}$ are trained individually. Subsequently we optimize over $\beta$ using the following linear program (LP), which is equivalent to $\nu$-LPBoost [Dem02]

$$
\begin{array}{ll}
\min _{\beta, \xi} & -\rho+\frac{1}{\nu n} \sum_{i=1}^{n} \xi_{i} \\
\text { sb.t. } & y_{i} \sum_{m=1}^{F} \beta_{m} f_{m}\left(x_{i}\right)+\xi_{i} \geq \rho, \quad i=1, \ldots, n \\
& \sum_{m=1}^{F} \beta_{m}=1, \quad \beta_{m} \geq 0, \quad m=1, \ldots, F \\
& \xi_{i} \geq 0, \quad i=1, \ldots, n \tag{7.10}
\end{array}
$$

with $\left\{\xi_{1}, \ldots, \xi_{n}\right\}$ being slack variables. The equivalence to LPBoost can be seen by considering the hypothesis space to be the finite set of functions $\left\{f_{1}, f_{2}, \ldots, f_{F}\right\}$. The problem can easily be solved using standard linear programming solvers. Due to the special coupled structure in the dense constraint matrix, we found interior-point based solvers to be consistently faster than simplex based method. ${ }^{3}$ There is only one hyper-parameter $\nu$ in the problem which trades the smoothness of the resulting function with the hinge loss on the points, analogously to the SVM regularization parameter $C$.

### 7.5.2. LPboost - Multiclass Variant: LP- $\beta$ and LP- $B$

It is straightforward to derive a multiclass version of Problem (7.7). In the multiclass case with $\mathcal{C}$ classes, the functions $f_{m}$ are no longer real-valued but map into a $\mathcal{C}$ dimensional space $f_{m}(x) \rightarrow \mathbb{R}^{\mathcal{C}}$. The $c^{\prime}$ 'th output of $f_{m}(x)$ will be denoted by $f_{m, c}(x)$.

We consider two possible variations of learning mixing weights. The first, termed $L P-\beta$ uses a single vector $\beta$ for all classes. This $\beta$ defines a combination that works well for all classes jointly. Alternatively each class can have its own weight vector over the features, in which case there is a weight matrix $B \in \mathbb{R}^{F \times \mathcal{C}}$, we name this method $L P-B$.

LP- $\beta$.
The decision rule of LP- $\beta$ can be found in Table 7.1. All parameters of the decision functions $f_{m}$, e.g. $\left(\alpha_{m}, b_{m}\right)$ for all classes and features are determined in a first step. The mixing coefficients $\beta$ are learned by the following multiclass extension of LPBoost.

$$
\begin{array}{ll}
\min _{\beta, \xi, \rho} & -\rho+\frac{1}{\nu n} \sum_{i=1}^{n} \xi_{i} \\
\text { sb.t. } & \sum_{m=1}^{F} \beta_{m} f_{m, y_{i}}\left(x_{i}\right)-\underset{y_{j} \neq y_{i}}{\operatorname{argmax}} \sum_{m=1}^{F} \beta_{m} f_{m, y_{j}}\left(x_{i}\right) \\
& +\xi_{i} \geq \rho, \quad i=1, \ldots, n \\
& \sum_{m=1}^{F} \beta_{m}=1, \quad \beta_{m} \geq 0, m=1, \ldots, F \\
& \xi_{i} \geq 0, \quad i=1, \ldots, n . \tag{7.14}
\end{array}
$$

Since we only optimize over $\mathcal{C}$ parameters, learning them in such a true multiclass formulation is feasible.

A benefit of this method is that $\beta$ is sparse on the level of the features. This means features for which $\beta_{m}=0$ need not be computed for the final decision
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function, which is of advantage at test time. Although the MKL solution is sparse for every class separately, it may not be sparse jointly in a one-versusrest MKL setup. In the experiments we observed that almost always every feature is selected at least once, making its computation necessary also during test time.

## LP- $B$

In this second variant each class is assigned its own weight vector resulting in a $F \times \mathcal{C}$ weighting matrix $B$. The coefficient $B_{m}^{c}$ is the mixing coefficient for the $m$ 'th feature response for class $c$. The decision rule is shown in Table 7.1. The corresponding learning problem extends the Hinge loss in (7.12) to the multiclass Hinge loss originally proposed by [Wes99] for support vector machines. This formulation reads

$$
\begin{array}{ll}
\min _{B, \xi, \rho} & -\rho+\frac{1}{\nu n} \sum_{i=1}^{n} \xi_{i} \\
\text { sb.t. } & \sum_{m=1}^{F} B_{m}^{y_{i}} f_{m, y_{i}}\left(x_{i}\right)-\sum_{m=1}^{F} B_{m}^{y_{j}} f_{m, y_{j}}\left(x_{i}\right) \\
& +\xi_{i} \geq \rho, \quad i=1, \ldots, n, y_{j} \neq y_{i}, \\
& \sum_{m=1}^{F} B_{m}^{c}=1, \quad m=1, \ldots, F \\
& B_{m}^{c} \geq 0, \quad m=1, \ldots, F, c=1, \ldots, \mathcal{C} \\
& \xi_{i} \geq 0, \quad i=1, \ldots, n \tag{7.19}
\end{array}
$$

Note that this is still a linear programming problem, but more expensive to solve than LP- $\beta$ due to the increased number of parameters.

## Training

The training procedures for LP- $\beta$ and LP- $B$ are analogous. Ideally we have enough data to adjust $f_{m}$ and $\beta$ on independent sets. If this is not the case, we use the following two-stage scheme to avoid biased estimates.

1. First we perform model selection using 5 fold CV to select the best hyperparameters for each $f_{m}$ individually (in our case $f_{m}$ are SVMs and we need to select $C$ ). With this choice of hyperparameters we train for each of the five cross validation split a function $f_{m}^{i}, i=1, \ldots, 5$ on the training set solely for the purpose of computing the outputs on the validation set of that split. The cross-validation scores is the union all those outputs. This results in a prediction for each training point using a classifier which was not trained using that point (but on $80 \%$ of the training data). For each feature we train a final function $f_{m}$ using the entire training data. At this point the only hyper-parameter left is $\nu$.
2. We estimate the hyperparameter $\nu$ as well as the mixing coefficients using only the cross-validation scores. We perform CV to select the best parameter $\nu$ and subsequently train the final combination $\beta$. Afterwards, the cross-validation scores can be discarded.

The main concern using this training scheme, is that the generated training data for LP- $\beta$ training stems not from the classifiers $f_{m}, m=1, \ldots, F$ that are later used in the combination but are the cross-validation scores. Therefore we have to make the assumption that the functions $f_{m}^{i}$ and $f_{m}$ are not too different. This is reasonable since the functions $f_{m}^{i}$ used to produce the training data for LP- $\beta$ are trained on $80 \%$ of the training data. The experiments validate this assumption as we do not observe overfitting for the LP- $\beta$ model. We want to emphasize that the entire procedure uses training data only.

The LP- $B$ results tend to be worse compared to LP- $\beta$ (see Results section), so fitting its $\mathcal{C} \times F$ instead of $F$ parameters seems to demand for more training data or its objective function is not suited for this problem.

### 7.5.3. Column Generation Boosting for Mixtures of Kernels

A different variant of the Boosting technique that is based on the same observation from 7.5.1 was proposed in [Bi04]. Instead of maintaining the separation between the SVM parameters $(\alpha, b)$ and mixing coefficients $\beta$ the authors propose to solve

$$
\begin{equation*}
\min _{\alpha_{m}} \quad \frac{1}{2} \sum_{m=1}^{F} \alpha_{m}^{T} \alpha_{m}+C \sum_{i=1}^{n} L\left(y_{i}, b+\sum_{m=1}^{F} K_{m}\left(x_{i}\right)^{T} \alpha_{m}\right) . \tag{7.20}
\end{equation*}
$$

This formulation can be understood as training a SVM with a linear kernel with the kernel evaluations at the training points as features. ${ }^{4}$ This method is referred to as CG-Boost in the experiments.

Training Since the formulation reduces to a linear SVM the only free parameter is again the regularization parameter $C$, which is selected using CV. We experimented with different loss functions $L$ and found that logistic loss

$$
\begin{equation*}
L(y, x)=\log (1+\exp (-y f(x))) \tag{7.21}
\end{equation*}
$$

yields best results while assuring good convergence of the algorithm.

### 7.6. The Oxford Flowers dataset

In this section we present results on the Oxford flowers dataset [Nil06]. This dataset consists of images depicting flowers. In total there are 17 different
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Figure 7.1.: 15 example images from five categories of the Oxford Flowers dataset. Images in the same column are from the same class.
types of flowers with 80 images per category. Example images are shown in Figure 7.1. The task is to classify the images into the different flower types.

The dataset comes with three predefined splits into test ( $17 \times 20$ images $)$, train ( $17 \times 40$ images $)$ and validation set ( $17 \times 20$ images $)$. Furthermore the authors of [Nil08] provide seven precomputed distance matrices online on their website ${ }^{5}$ and those matrices are used for the experiments presented here. Each matrix is computed using a different feature type, namely clustered HSV values (HSV), SIFT features on the foreground region (siftint), SIFT features on the foreground boundary (siftbdy) and three matrices derived from colour, shape and texture vocabularies. Since we are interested in the combination of different features rather than feature design we refer to [Nil06, Nil08] for details on the image features.

### 7.6.1. Experimental Setup

We first compare the overall performance of all models presented in this chapter. To this end we use the predefined splits for training and model selection. The regularization parameter is selected from the range $C \in\{0.01,0.1,1,10,100,1000\}$. For LP- $\beta$ and LP- $B$ the regularization parameter $\nu \in\{0.05,0.1, \ldots, 0.95\}$ of the second stage is also selected on the valida-

[^15]| Single features |  |  | Combination methods |  |  |
| :--- | :---: | ---: | :--- | :---: | ---: |
| Feature | Accuracy | Time | Method | Accuracy | Time |
| Colour | $60.9 \pm 2.1$ | 3 | product | $85.5 \pm 1.2$ | 2 |
| Shape | $70.2 \pm 1.3$ | 4 | averaging | $84.9 \pm 1.9$ | 10 |
| Texture | $63.7 \pm 2.7$ | 3 | CG-Boost | $84.8 \pm 2.2$ | 1225 |
| HOG | $58.5 \pm 4.5$ | 4 | MKL (SILP) | $85.2 \pm 1.5$ | 97 |
| HSV | $61.3 \pm 0.7$ | 3 | MKL (Simple) | $85.2 \pm 1.5$ | 152 |
| siftint | $70.6 \pm 1.6$ | 4 | LP- $\beta$ | $85.5 \pm 3.0$ | 80 |
| siftbdy | $59.4 \pm 3.3$ | 5 | LP- $B$ | $85.4 \pm 2.4$ | 98 |

Table 7.2.: Mean accuracy for all methods on the Oxford Flowers dataset using the predefined splits [Nil08]. Also plotted is the total time for model selection, training and testing in seconds. The simple product and averaging combination methods are orders of magnitude faster than learning based methods.
tion set, using the procedure described in Section 7.5.2. Kernel functions are computed as

$$
\begin{equation*}
k_{m}\left(x, x^{\prime} ; \sigma_{m}\right)=\exp \left(-\frac{1}{\sigma_{m}} d_{m}\left(x, x^{\prime}\right)\right) \tag{7.22}
\end{equation*}
$$

with $d_{m}$ being one of the pre-computed distances and $\sigma$ fixed to the median of the pairwise distances. This leads to a total of seven different kernel functions.

### 7.6.2. Results

The results are shown in Table 7.2, with results using a SVM with a single kernel only are shown in the left, and combination methods in the right column. Since all classes have the same number of test images we report the accuracy as the number of correctly classified examples divided by the number of all examples. The accuracies for different features vary from 58.5 to 70.6 , while the combination results are approximately the same. Also shown is the total time in seconds, needed for model selection, training and testing the methods. The regular SVM and baseline methods are orders of magnitude faster than the other combination methods.

### 7.6.3. Discussion

From the results we can draw several conclusions. All feature combination methods dramatically improve the classification performance, a finding consistent with [Nil08]. These results clearly indicate that a combination of image features is advantageous over using single specialized features only. The best single feature achieves an accuracy of about $71 \%$, while every combination methods yields to about $85 \%$.


Table 7.3.: Accuracy of the different methods while adding more noise features to the proposal set. All learning based combination methods are robust to the inclusion of noise features, while baseline techniques are not.

Having said this, we note that the baselines (single) and (product) that are almost always left out in comparisons (e.g. [Nil08, Var07, Rak08, Son06, Kum07]) yield equally good results but are magnitudes faster than any other combination method. For example the entire time needed to perform model selection plus final training of the classifier using a SVM with an averaged kernel takes only 10 seconds compared to approximately 100 seconds needed for MKL and LP- $\beta$ training.

Many authors have argued that the mixing coefficients of the MKL solution are interpretable [Nil08, Nil06, Var07, Son06]. They are usually interpreted as the influence of the features on a particular class. While this may be intuitive for the case of binary classification, in a multiclass setting this reasoning is misleading. One could equally plausible argue, that, due to the same result of the averaging baseline with the MKL classifier, all features are equally important for the multiclass decision.

### 7.6.4. Learning With Uninformative Features

In a second experiment we will highlight the benefit of using a learning approach for feature combination over the baseline methods. Additional to the seven discriminative features we add non-discriminative features by generat-
ing random vectors from a three dimensional normal distribution. A Gaussian kernel is computed on these noise features and included into the set of kernels. Now the same experiment as before is repeated. In Figure 7.3 we plot the performance of the models against the number of added noise kernels.

The baselines incorporate all features with the same importance and subsequently their performance drops severely. Among the learning methods MKL and LP- $\beta$ turn out to be very robust to uninformative features, while the CG-Boosting approach slowly decays in performance.

This experiment highlights a feature of MKL, namely that it is able to select kernels out of a large class of potentially un-informative ones, e.g. wrong kernel parameters. However this is exactly not the scenario typically encountered in object classification, where each feature on its own is designed to be discriminative.

### 7.7. The Caltech Object Classification Datasets

For the second set of experiments we use the well known Caltech datasets [FF04, Gri07] which have become the standard benchmark for visual object classification besides the Pascal VOC dataset [Eve07]. The Caltech-101 dataset was already introduced in the last chapter and some example images are shown in Figure 6.4.

### 7.7.1. Experimental Setup

We follow the experimental setup proposed by the designers of the datasets. The performance is measured as the mean prediction rate over all classes. We compute the per class error $\operatorname{err}(c)$ as in (6.5) and the multiclass accuracy acc $\mathrm{m}_{m c}$ with

$$
\begin{equation*}
\operatorname{acc}_{m c}=1-\frac{1}{\mathcal{C}} \sum_{c=1}^{\mathcal{C}} \operatorname{err}(c) . \tag{7.23}
\end{equation*}
$$

This balances the influence of categories with a large number of test examples. The total number of images available in Caltech-101 is 9144 with 102 categories while Caltech- 256 consists of 30607 images in 257 categories. The 30 largest categories of Caltech-101 are also part of the Caltech-256 dataset.

While the minimum number of images in one class of the Caltech-101 dataset is 31 , making it possible to use only 30 training images per class while retaining images to test on, the smallest category of Caltech- 256 consists of 80 images. We report results using all 102 classes of the Caltech- 101 dataset averaged over five splits and for 256 classes of the Caltech-256 dataset, excluding its clutter category, on a single split.

The number of training images for the Caltech-101 experiments are $5,10,15$, $20,25,30$ images per category for training and up to 50 images per category
for testing. For the Caltech- 256 dataset 25 images per class are used for testing testing and $5,10,15,20,25,30,40,50$ images per class for training.

All participating kernels are of the form as in (7.22) with $\sigma$ again fixed to the reciprocal of the median of all pairwise distances. The features used to compute the distances are described in more detail in Section 7.7.2.

The LP methods require training in two stages. In a first step separate SVMs are trained using each feature type individually. To this end we cross validate on the training set the hyper-parameter $C$ from the set $\{0.1,1,10,50,100,500,1000\}$. For the LP $\nu$ is selected in the range of 0.05 to 0.95 in steps of 0.05 . Values around 0.8 are typically selected. For MKL we tried a number of regularization constants and chose $C=1000$ which yields best results. This choice is in accordance to many results published in the literature [Var07, Laz06].

### 7.7.2. Image Descriptors

In the following we briefly describe the features that were used for the experiments. For all but the V1S+ features we also compute spatial pyramid variants in the same manner as outlined in Section 6.2.1.

## PHOG Shape Descriptor

Shape is modeled using the PHOG descriptor proposed in [Bos07a]. The descriptor is a histogram of oriented $\left(S h p_{360}\right)$ or unoriented ( $S h p_{180}$ ) gradients computed on the output of a Canny edge detector. The oriented histogram $S h p_{360}$ contains 40 bins, the unoriented $S h p_{180} 20$ bins yielding a total of $2 \times 4$ kernels ( $\mathrm{L}=3$ ). The $\chi^{2}$ distance is used to compute histogram similarity.

## Appearance Descriptor

Appearance information is modeled using SIFT descriptors [Low99] which are computed on a regular grid on the image with a spacing of 10 pixels and for the four different radii $r=4,8,12,16$. The descriptors are subsequently quantized into a vocabulary of visual words that is generated by k-means clustering. We use four variants of this feature type: two codebook sizes (300 and 1000 prototypes) and grey image descriptors ( 128 dims) as well as HSVSIFT ( $3^{*} 128=384$ dims) $)$. HSV-SIFT are computed by concatenation of SIFT descriptors computed separately on the hue, saturation and value channels of the color images. RGB color images were converted to gray-scale using the transformation $I=0.3 R+0.59 G+0.11 B$, where $I$ denotes the intensity of the gray level image.

With a pyramid representation $(L=3)$ this adds to a total of $4 \times 4$ kernels again using the $\chi^{2}$ distance.

In the last chapter, Section 6.2 we identified a kernel particular well suited for the Caltech datasets. This kernel was constructed by averaging over many kernels of the form (6.4) with bounding boxes $B$ drawn at random. ${ }^{6}$ Here we will use an average over 100 randomly sampled subwindows and refer to the final averaged kernel as the subwindow kernel. Although learning the mixing weights with $\ell_{2}$ MKL instead of taking the average was shown to be slightly advantageous we chose the conceptually simpler averaging step as a compromise of performance and speed.

## Region Covariance

In [Tuz07] it is proposed to use the covariances of simple per-pixel features as robust and discriminative statistics for human detection. We use the tangentspace projected features. We use the Euclidean distance and a pyramid representation which yields 3 kernels ( $\mathrm{L}=2$ ).

## Local Binary Patterns

The authors of [Oja02] argue to use locally binary pattern (LBP) features, retaining the classification performance of textons for texture classification while being much faster and simpler to extract. We use histograms of uniform rotation-invariant $L B P_{8,1}$-features and create 3 kernels ( $L=2$ ) with the $\chi^{2}$ distance.

## V1S+

In [Pin08] a population of locally normalized, thresholded Gabor functions spanning a range of orientations and spatial frequencies are derived and advocated as particular simple features. Image features are compared using the Euclidean distance of features on the entire image ( $L=0$ ). This results in one kernel.

### 7.7.3. Results and Discussion

We distinguish two different settings for the experiments: combining kernels based on very similar features, i.e. different levels of a pyramid and combining diverse features e.g. different types of image features. Additionally we will compare our results to the best published results in the literature.

## Combining Similar Features

In Figure 7.2 results are shown for combining the four kernels of the spatial pyramid using SIFT (a) or PHOG (b) features. We plot the performance
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Figure 7.2.: Multiclass accuracy of different combination methods on the Caltech-101 dataset. In (a),(b) and (c) the performance difference with respect to the best single feature identified via CV is plotted. Shown are: in (a)+(b) results combining four kernels of a spatial pyramid using the same image feature type (SIFT or PHOG). (c) combining eight kernels of different image features. (d) comparison of methods using a total of 39 kernels.
difference with respect to the best single kernel which is selected using Cross Validation.

All models yield similar results but several observations can be made.

- When combining pyramid kernels of SIFT features, MKL and CGBoost are outperformed by the baseline methods average and product and even yield worse results than using a single kernel alone (Figure 7.2(a)). For combination of PHOG pyramid kernels the baseline results are worse than CGBoost or MKL.


Figure 7.3.: Comparing the results to the best ones reported in the literature for Caltech-101 (a) and Caltech-256 (b). LP- $\beta$ is found to outperform all previously published methods by about $10 \%$. Some numbers have been estimated from plots, see Table 7.5 for the exact numbers.

- LP- $\beta$ yields the best results for both combinations if trained with more than five examples per category.


## Combining Diverse Features

Figure 7.2(c) shows the result of combining 8 kernels corresponding to different image features. Of every feature descriptor described previously we use the kernel of Level 2. These are more diverse than combining kernels derived from levels of the same pyramid. We make the following observations.

- All feature combinations yield a significant improvement over the result using the single best kernel (best feature).
- Among the learning based method LP- $\beta$ performs best.
- CG-Boost and MKL are outperformed by the baseline methods.

In the next experiment we aim for maximal performance on the Caltech datasets using a total of 39 different kernels. In addition to the kernels from Section 7.7 .2 we include the products of the pyramid levels for each feature resulting in an additional 7 kernels. Furthermore we use two subwindow kernels with SIFT and HSV-SIFTs (codebooksize $K=1000$ ). The result is shown in Figure 7.2(d).

The best single feature, estimated using Cross Validation, among the 39 different kernels are the V1S+ features. We find the same qualitative result as
before. The LPBoosting techniques yield best performance while the baselines and MKL are comparable. As mentioned already, LP- $\beta$ identifies a sparse solution on the level of the features. For Caltech-101 with 30 training examples per class 7 out of 39 features are selected:. The LP- $B$ approach consistently gives worse results than its restricted version LP- $\beta$.

## Comparison to Literature

In Figure 7.3(a) we compare LP- $\beta$ as the best method to state-of-the-art results for the Caltech datasets published in the literature [Gra05, Laz06, Zha06, Wan06, Mut06, Gri07, Pin08]. Compared to these results, the methods in this chapter like MKL and the baselines, yield a better performance. This is due to the use of very discriminative features, whereas some results from the literature are obtained using a single image feature only. This is a clear indication that the features employed for the experiments are very compatible and feature combination methods are powerful tools for this dataset.

The results for Caltech-256 are shown in Figure 7.3(b) with LP- $\beta$ achieving a more than $10 \%$ improvement over the best published results [Gri07, Pin08]. Using 30 training images the final classifier is a linear combination of 15 individual one-versus-rest SVMs, thus a sparse number of feature is selected among the proposed ones.

For the best result using the LP- $\beta$ method we plot confusion matrices in Figure 7.4 and a list of the accuracies attained on the tested object categories in Figure 7.5 and Figure 7.6. A trend which can be observed from the latter two plots is that rigid categories like motorbikes, scissors, minaret are among the easier categories while object categories consisting of animal images like crocodile, octopus, beaver, ant are the ones with the lowest accuracy. This is most probably because of a higher intra-class variability of the animal pictures.

### 7.7.4. Training Time Comparison

We compare the runtime performance of the different methods in terms of a single run to train the model. The numbers are based on using 15 training examples per class, which adds to a total of 1530 for Caltech-101 (and 3840 for Caltech-256).

The required training time for an entire one-versus-rest SVM multiclass classifier using a single kernel is about 5 s ( 50 s for Caltech-256). Estimating the 39 coefficients of $\beta$ takes $60 \mathrm{~s}(8.5 \mathrm{~m})$ and for $B 935 \mathrm{~s}(4.9 \mathrm{~h})$. Thus a single run of LP- $\beta$ requires about $6 \times 39 \times 5 \mathrm{~s}+60 \mathrm{~s} \approx 21 \mathrm{~m}(6 \times 39 \times 50 \mathrm{~s}+8.5 \mathrm{~m} \approx 3.4 \mathrm{~h})$ which includes the computation of the CV output ( $5 \times 39 \mathrm{SVMs}$ ) and the final weak classifiers ( 39 SVMs). These numbers are comparable to MKL training which takes about $23 \mathrm{~m}(5 \mathrm{~h})$ for all classes. All implementations can most likely be optimized.


Figure 7.4.: Confusion matrices for the Caltech-101 (left) and Caltech-256 (right) dataset. Shown are the results obtained using 30 (resp.50) training images per class.

The combined time for training LP- $\beta$ are higher since we perform model selection, whereas for MKL we fixed the hyper-parameter beforehand. The training time for the baseline methods are orders of magnitudes faster. For a good performance at test time one has to reduce the amount of kernel evaluations and more importantly the amount of image features which have to be computed for each single image. LP- $\beta$ is advantageous over the other methods in the last respect since it selects a sparse number of image features which work well for all classes simultaneously.

### 7.8. Conclusion

In this chapter we studied several methods for combining multiple image features for visual object classification systems. We interpreted the MKL decision function as a convex combination of SVMs and inspired by this proposed formulations based on the Linear Programming Boosting. These are different to CG-Boost [Dem02], in that they maintain two distinct sets of parameters which are optimized separately in two separate steps.
In order to enable efficient training we derived a two step training procedure that works well in practice. This two step training procedure arguably is less principled than a joint optimization. However in practice this seems not to be a problem and works well even in the case of few training examples. Due to the two training stages most of the training, e.g. training the SVMs, can be parallelized.

We found that the LP- $\beta$ approach consistently outperforms all other con-

## 7. Image Feature Combination for Multiclass Object Classification



Figure 7.5.: Accuracy of LP- $\beta$ using 30 training images on the Caltech-101 dataset. Shown is the per class accuracy (diagonal of the confusion matrix, $\operatorname{acc}(c)=1-\operatorname{err}(c))$ as bars, sorted in descending order. The final multiclass accuracy is the average and depicted by a solid blue line.
sidered methods and obtain the best results published up-to-date. On both Caltech datasets we observe an more than $10 \%$ improved performance over the best published result.

An interesting fact is that LP- $\beta$ was found to yield better results than the best participating weak learner. This is in general not true for the other combination methods. Therefore we expect even better performance if we train with
more image features or include other classification functions. Adding more learners comes with a reasonable additional cost since it only scales linearly in $F$, while any trained weak learners can be reused.

Most results in this chapter turn out to be disadvantageous for MKL. The baseline methods yield competitive results and outperform MKL on several setups. This is due to the fact that the available kernels on their own are already discriminative. In the presence of uninformative kernels MKL and the LPBoosting techniques are able to identify a discriminative set of kernels and maintain good performance. However we want to stress that this is exactly not the typical scenario in multiclass object classification where designers of image features strive to make their features as expressible as possible and tune for optimal performance.

We conclude with the observation that MKL might have been overestimated in the past, due to non reproducible results reported in [Var07]. The baseline methods "average" and "product" should be considered as its canonical competitors and included in any study using MKL. With LP- $\beta$ we derived a method that yields better performance, is equally fast and leads to sparse multiclass object classification systems.



$$
\cdot 0 \mp 9 . \boldsymbol{q}^{\circ}
$$

| Method | 5 | 10 | 15 | 20 | 25 | 30 | 40 | 50 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Best Feature | 18.4 | 23.7 | 28.4 | 30.7 | 32.8 | 34.6 | 37.3 | 39.8 |
| Product | 19.7 | 28.0 | 32.6 | 35.6 | 38.4 | 40.7 | 43.3 | 45.3 |
| Average | 20.6 | 28.7 | 33.4 | 36.2 | 39.1 | 41.5 | 44.4 | 47.0 |
| MKL | 17.7 | 25.6 | 30.6 | 33.7 | 34.8 | 35.6 |  |  |
| LP- $\beta$ | 16.7 | $\mathbf{3 0 . 4}$ | $\mathbf{3 4 . 2}$ | $\mathbf{4 0 . 6}$ | $\mathbf{4 2 . 8}$ | $\mathbf{4 5 . 8}$ | $\mathbf{4 8 . 9}$ | $\mathbf{5 0 . 8}$ |
| LP-B | $\mathbf{2 0 . 8}$ | 29.6 | 33.5 | 38.1 | 40.1 |  |  |  |
| Pinto, Cox and DiCarlo [Pin08] | - | - | 24 | - | - | - | - | - |
| Griffin, Holub and Perona [Gri07] | $18.74 \pm 0.5$ | $25.01 \pm 0.5$ | $28.4^{*}$ | $31.31 \pm 0.7$ | $33.2^{*}$ | $34.2 \pm 0.2$ | $36.8^{*}$ | $39.0 \pm 0.5$ |

Table 7.5.: Results on Caltech-256. The best selected single kernel is the subwindow kernel on SIFT ( $\mathrm{K}=1000$ ) features. All results are obtained using all 256 categories leaving out only 257 .clutter. Numbers estimated from plots are marked with a star. Results of [Pin08] are obtained on the first 250 categories only and should be slightly higher when tested on all 256 categories since the last 6 classes are the "easiest" in the dataset.


Figure 7.6.: Same as Figure 7.5 but for Caltech- 256 using a LP- $\beta$ classifier trained with 50 images per class. The solid blue line denotes the multiclass error. Categories containing rigid objects yield higher accuracy, especially the categories also used in Caltech-101 are amongst the "easiest".

## Appendix

## A. Notation

| Symbol | Description |
| :--- | :--- |
| SVM | support vector machine |
| MKL | multiple kernel learning |
| IKL | infinite kernel learning |
| MIL | multiple instance learning |
| $\mathcal{X}, \mathcal{Y}$ | input/output space |
| $(x, y)$ | pair of training example and label |
| $k\left(\cdot, \cdot,^{\prime} ; \theta\right)$ | kernel function parameterized by $\theta$ |
| $\mathbf{K}, \mathbf{x}$ | matrices and vectors |
| $f \in \mathcal{H}$ | function in reproducing kernel Hilbert space |
| $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ | inner product in $\mathcal{H}$ |
| $K_{\mathbf{x}}$ or $K_{m}$ | row of the Kernel Matrix |
| $i=1, \ldots, n$ | number of instances |
| $j=1, \ldots, m_{i}$ | number of instances in Bag $X_{i}$ |
| $j=1, \ldots, d$ | number of input dimensions |
| $m=1, \ldots, M$ | number of kernels |
| $m=1, \ldots, F$ | number of features |
| $c=1, \ldots, \mathcal{C}$ | number of classes |
| $\Theta$ | set of kernel parameters |
| $\Theta_{f}$ | set of kernel parameters with finite size |
| L | loss function |
| $\mathcal{L}$ | Lagrangian |
| $\Omega$ | regularization operator |

## B. Multiple Kernel Learning Dual

For easier reference we restate the primal formulation of the multiple kernel learning formulation (4.27) using the Hinge loss and the regularizer $\Omega(f)=$ $\sum_{\theta \in \Theta} d_{\theta}\left\|w_{\theta}\right\|^{2}$. The convex problem (using the substitution $v_{\theta}=d_{\theta} w_{\theta}$ ) is

$$
\begin{array}{ll}
\min _{v_{\theta}, b, d_{\theta}} & \frac{1}{2} \sum_{\theta \in \Theta} \frac{1}{d_{\theta}}\left\|v_{\theta}\right\|^{2}+C \sum_{i=1}^{n} \xi_{i} \\
\text { sb.t. } & \sum_{\theta \in \Theta}\left\langle v_{\theta}, x_{i}\right\rangle+b \geq 1-\xi_{i}, \quad i=1, \ldots, n \\
& \xi_{i} \geq 0, \quad i=1, \ldots, n \\
& d_{\theta} \geq 0, \quad \theta \in \Theta \\
& \sum_{\theta \in \Theta} d_{\theta}=1 \tag{B-5}
\end{array}
$$

We write the Lagrangian of this problem

$$
\begin{align*}
\mathcal{L}\left(v_{\theta}, b, d_{\theta}, \xi, \alpha, \sigma\right)= & \frac{1}{2} \sum_{\theta \in \Theta} \frac{1}{d_{\theta}}\left\|v_{\theta}\right\|^{2}+C \sum_{i=1}^{n} \xi_{i}+\lambda\left(\sum_{\theta \in \Theta} d_{\theta}-1\right) \quad(\mathrm{B}-6)  \tag{B-6}\\
& -\sum_{\theta \in \Theta} \delta_{\theta} d_{\theta}-\sum_{i=1}^{n} \eta_{i} \xi_{i}  \tag{B-7}\\
& -\sum_{i=1}^{n} \alpha_{i}\left(y_{i}\left(\sum_{\theta \in \Theta}\left\langle v_{\theta}, \phi_{\theta}\left(x_{i}\right)\right\rangle+b\right)+\xi_{i}-1\right)(\mathrm{B}-7) \tag{B-8}
\end{align*}
$$

and take the derivatives with respect to the primal variables,

$$
\begin{align*}
\frac{\partial \mathcal{L}}{\partial d_{\theta}} & =-\frac{1}{2 d_{\theta}^{2}}\left\|v_{\theta}\right\|^{2}+\lambda-\delta_{\theta}  \tag{B-9}\\
\frac{\partial \mathcal{L}}{\partial v_{\theta}} & =\frac{1}{d_{\theta}} v_{\theta}-\sum_{i=1}^{n} \alpha_{i} y_{i} \phi_{\theta}\left(x_{i}\right)  \tag{B-10}\\
\frac{\partial \mathcal{L}}{\partial b} & =-\sum_{i=1}^{n} \alpha_{i} y_{i}  \tag{B-11}\\
\frac{\partial \mathcal{L}}{\partial \xi_{i}} & =C-\alpha_{i}-\eta_{i} \tag{B-12}
\end{align*}
$$

Resubstituting and imposing non-negativity on the Lagrange multipliers corresponding to an inequality constraint, we arrive at the dual problem with a
particularly simple form

$$
\begin{array}{ll}
\max _{\alpha, \lambda} & \sum_{i=1}^{n} \alpha_{i}-\lambda \\
\text { sb.t. } & \alpha \in \mathbb{R}^{n}, \\
& \lambda \in \mathbb{R}, \\
& 0 \leq \alpha_{i} \leq C, \quad i=1, \ldots, n \\
& \sum_{i=1}^{n} \alpha_{i} y_{i}=0, \\
& \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(x_{i}, x_{j} ; \theta\right) \leq \lambda, \quad \forall \theta \in \Theta . \tag{B-18}
\end{array}
$$

## C. Proof of Theorem 6

In this Section we present the proof of Theorem 4.5.1.
Theorem C.1. [Het93, Theorem 7.2] If the subproblem can be solved, Algorithm 6 either stops after a finite number of iterations, or has at least one point of accumulation and each one of these points solve (IKL-dual).

Proof. First we note that since $\alpha_{i}, i=1, \ldots, n$ can take on values only in the compact set $\alpha_{i} \in[0, C]$, a point of accumulation always exists. Assume w.l.o.g. that $\alpha^{t} \xrightarrow{t \rightarrow \infty} \bar{\alpha}$. It remains to show that $\bar{\alpha}$ solves the problem. For notational convenience we use denote by

$$
\begin{equation*}
v(\alpha)=\max _{\theta \in \Theta} T(\theta ; \alpha)-\lambda, \tag{C-1}
\end{equation*}
$$

the maximum of the subproblem function. Assume that $\bar{\alpha}$ is not a feasible points, i.e. it does violate a constraint

$$
\begin{equation*}
v(\bar{\alpha})=\max _{\theta \in \Theta} T(\theta ; \bar{\alpha})-\lambda>0 . \tag{C-2}
\end{equation*}
$$

Suppose at iteration $t$ of the algorithm we have identified $\theta^{t}$ as the maximal violating constraint, which implies

$$
\begin{equation*}
T\left(\theta^{t} ; \alpha^{t}\right)-\lambda>0 \quad \text { and } \quad T\left(\theta^{t} ; \alpha^{t}\right) \geq T\left(\theta ; \alpha^{t}\right) \forall \theta \in \Theta . \tag{C-3}
\end{equation*}
$$

Now we have

$$
\begin{align*}
v(\bar{\alpha}) & =v\left(\alpha^{t}\right)+v(\bar{\alpha})-v\left(\alpha^{t}\right)  \tag{C-4}\\
& =T\left(\theta^{t} ; \alpha^{t}\right)-\lambda+v(\bar{\alpha})-v\left(\alpha^{t}\right)  \tag{C-5}\\
& \leq\left(T\left(\theta^{t} ; \alpha^{t}\right)-T\left(\theta^{t} ; \bar{\alpha}\right)\right)+\left(v(\bar{\alpha})-v\left(\alpha^{t}\right)\right) \tag{C-6}
\end{align*}
$$

where we used the fact that $T\left(\theta^{t} ; \bar{\alpha}\right)-\lambda \leq 0$, since $\theta^{t}$ is a constraint that is satisfied for $\bar{\alpha}$. Both $T$ and $v$ are continuous and therefore the right hand side can be made arbitrarily small. This contradicts the assumption $v(\bar{\alpha})>0$.
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[^2]:    ${ }^{1}$ In the MIL literature some authors confuse the term bag as being a name chosen for this particular problem. The bag which is referred to is the mathematical object, also known as a multiset.
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